Abstract—Since the advent of distributed computer systems an active field of research has been the investigation of scheduling strategies for parallel applications. The common approach is to employ scheduling heuristics that approximate an optimal schedule. Unfortunately, it is not possible to obtain analytical results to compare and select appropriate heuristics for a given scheduling problem. One possibility is to conduct large numbers of back-to-back experiments on real platforms. While this is possible on tightly-coupled platforms, it is infeasible on modern distributed platforms such as the Computational Grid as it is labor-intensive and does not enable repeatable results. The solution is to resort to simulations. Simulations not only lead to repeatable results but also make it possible to explore wide ranges of platform and application scenarios.

In this paper we present the SimGrid framework which enables the simulation of distributed applications in distributed computing environments for the specific purpose of developing and evaluating scheduling algorithms. This paper focuses on SimGrid v2, which greatly improves on the first version of the software. Enhancements include improved and more realistic network models, as well as means to import platform simulation models from platform monitoring tools. SimGrid v2 also enables the simulation of distributed scheduling agents, which has become critical for current scheduling research in the area of Grid computing. After describing and validating these features, we present a case study by which we demonstrate the usefulness of SimGrid for conducting scheduling research.

I. Introduction

Since the advent of distributed computer systems, the question of scheduling parallel applications has generated a very large body of work. The process of scheduling consists in assigning the tasks of an application to available resources, both in time and space, with as objective the minimization of a metric (e.g. execution time, throughput, resource utilization, monetary cost). Most scheduling problems are NP-hard [46]. Even when an optimal solution to a scheduling problem can be found in polynomial time, it is often the case that small modifications of the underlying assumptions (e.g. addition of non-zero network latencies) render the problem NP-hard. As a result, a common approach is to use heuristics to approximate an optimal schedule. Classes of heuristics have been developed by several researchers for different scheduling problems (e.g. scheduling task graphs [27], scheduling independent tasks [6]). The advantage of these heuristics is that they have low complexity and can therefore be used in practice. However, it is generally not possible to quantify the efficacy of heuristics analytically. Consequently, scheduling heuristics must be compared by performing many experiments in many scenarios.

One possible approach is to perform experiments with real applications on real resources. However, modern computing platforms are increasingly distributed and often span multiple administrative domains (e.g. Computational Grids [22, 23]). Therefore, resource availability fluctuations makes it impossible to conduct repeatable experiments. While it is possible to run back-to-back runs of short applications in certain cases, experiments for relatively long running applications are problematic. Another problem with using real platforms is that the number of platform configurations that can be explored is limited. As a results of these difficulties with real experimentations, most researchers have resorted to discrete-event simulation (which we will refer to as “simulation”).

Simulation has been used extensively as a way to evaluate and compare scheduling strategies as simulation experiments are configurable, repeatable, and generally fast. In spite of these advantages, we claim that there are two main limitations to the simulation methodology used for scheduling research. First, there is no simulation standard in the scheduling research community. Typically, researchers build “throw-away” simulators using a variety of programming languages and tools. This makes it very difficult for other researchers to reproduce results presented in papers, and therefore to compare results among papers. This pre-
vents scientific advances and is in contrast to other research communities in which simulation standards have been adopted (e.g. networking, computer architecture). This lack of standard simulation procedure and software was somewhat justifiable when the simulation models in use were simplistic. However, traditional models and assumptions about computing platforms are no longer valid for modern platforms, which leads us to the second limitation of simulations used in the scheduling literature. The simplistic network models used in most scheduling literature do not hold for modern computing platforms in which compute resources are connected over complex network topologies with complex link contention behaviors. The assumption that the behavior of the compute platform is perfectly predictable also needs to be revisited as modern platforms exhibit dynamic resource availabilities. Realistic simulation must make it possible to simulate such fluctuations as they cause uncertainty about the platform knowledge that a scheduler can obtain.

Consequently, there is a need for a simulation framework designed for conducting research on distributed application scheduling. To be useful this framework must meet the following objectives. It must provide high usability so that users can focus on scheduling research and not on simulation issues. It must make it possible to run fast simulations because large numbers of simulation experiments must be conducted to evaluate and compare scheduling algorithms. This framework must make it possible to build configurable, tunable, and extensible simulations. In particular, it should be possible to go from “traditional” simulation models to more realistic ones without having to rethink the implementation of the simulation. Finally, given the scale of modern applications and platforms, the simulation framework must be scalable and sustain simulations with tens of thousands of resources and application tasks. We claim that no available simulation framework currently matches these requirements.

To address these issues, we have designed the SimGrid simulation framework. This paper focuses on SimGrid v2, which greatly improves on the first version of the software [9]. Enhancements include improved and more realistic network models, means to import platform simulation models from platform monitoring tools, and improved APIs. Most importantly, a new software layer makes it easier to build complex simulation by providing higher-level abstractions. In particular, it provides capabilities for simulating distributed scheduling agents. This is becoming critical in scheduling research as platforms and applications increase in scale and a single scheduler is a single point of failure and reduces scalability. SimGrid has already been used successfully for a number of research works [10, 41, 18, 43, 3, 4, 47] and promises to be of great value to the scheduling research community.

This paper is organized as follows. In Section II we review related work on simulation tools. Section III described version 2 of the SimGrid software. Section IV identifies issues and solutions for platform modeling with SimGrid and Section V presents a case-study. Section VI concludes the paper and points at future work.

II. BACKGROUND AND RELATED WORK

A large number of software tools have been developed for users to build and run simulations in many application domains. In this section we review those tools that could be employed to conduct research in the area of distributed application scheduling.

Several software libraries and environments provide ways to construct generic discrete-event simulations [38, 45, 34, 20, 24, 25]. Such generic-purpose tools could be used for simulating parallel applications on distributed platforms. An impediment is that the Application Programming Interfaces (APIs) provided by these tools are not tailored to the investigation of scheduling algorithms. The APIs are low-level, because generic, and a user who wishes to do research on scheduling algorithms is faced with the task of implementing many higher-level abstractions. Each researcher would probably build different such abstractions, thereby not solving the problem of simulation standardization identified in Section I. Besides, researchers in the area of scheduling seldom use these low-level simulation packages in current practice.

An area in which simulation is used extensively is networking research. In order to understand how large telecommunication networks scale and behave in various situations, several network simulators have been developed. Example of such simulators include NS [35, 2], DaSSF [29] or OMNeT++ [36]. These simulators focus on precise simulation of packets traveling on the network, rather than on the network behavior as it is experienced by an application. The main intent is to help identifying limitations of network protocols and help developing improvements. Although it is possible to perform application-level simulation with certain of these tools (e.g. with DaSSF [29] or OMNeT++ [36]), it is labor-intensive and a number of capabilities need to be implemented from scratch. Furthermore, due to their highly detailed simulation
models, most network simulators induce long simulation times (e.g. they implement the TCP stack). This issue is exacerbated when one wishes to simulate “background” network traffic generated by other users/applications as one may then need to simulate thousands of connections at the packet-level. This is prohibitive for conducting the large numbers of simulation experiments mandated by scheduling research.

Another limitation of network simulators for our purpose is that they do not simulate the entire platform. Even though the network is a fundamental component of a distributed computing platform, other components are required for investigating scheduling algorithms: compute resources and application processes. A number of projects address the simulation of a complete distributed computing platforms for studying parallel applications. We review here three representative projects: LAPSE, MicroGrid, and Albatross.

LAPSE (Large Application Parallel Simulation Environment) [15] is a tool designed to simulate parallel applications. The main goal is to make it possible to test the scalability of parallel application while running them only on a few processors. A focus of the project is precise network event simulation. The application code is instrumented so as to account for the number of instructions executed between two consecutive communication. LAPSE was originally targeted to the Intel Paragon architecture, but allows the simulation of other platforms. One important limitation is that the network model cannot capture contention and cannot easily model background network traffic.

Microgrid [42], a more recent project, targets the simulation of Grid environments. It follows somewhat the same philosophy as LAPSE in that it emulates large, complex, virtual platforms on small, physical platforms. The software virtualizes every resource of a Grid platform (memory, CPU, and network). Just as in LAPSE, this virtualization is achieved by trapping every relevant library call. In Microgrid’s first version, the network was simulated through a modified version of the NS [2] simulator but the latest version uses DaSSF [29]. At the moment, Microgrid does not allow the simulation of variable, background network traffic.

The Albatross [26] project focuses on platforms that consist of multiple clusters or MPPs that are connected by wide-area networks (WANs). In the context of this project, work based on the Panda library [12] addresses the simulation of these platforms. Unlike LAPSE and Microgrid, the network is not simulated but emulated by slowing down LAN links to model WAN links. This makes it straightforward to dynamically modify network behavior during a simulation. A limitation is that heterogeneity is modeled only for WAN links.

In these three projects, portions of the application are effectively executed on an emulated architecture. The rationale is that emulation is realistic because it can capture more detailed and idiosyncratic behaviors. However, a consequence is that the ratio of simulated time to simulation time can be very large. This is prohibitive for comparing scheduling algorithms in tens of thousands of scenarios.

We conclude that no existing simulation framework satisfies the requirements that we have identified in Section I. In the rest of this paper we describe our work on SimGrid which addresses these requirements. Note that the GridSim [7] project is very related to our work in scope and intent. GridSim is is based on SimJava [25] and implements a number of abstractions to enable simulation of Grid environments. At the time this article is being written, we were unable to successfully install and test the GridSim software distribution, hence preventing us from comparing it with our work.

III. SimGrid v2.0

A. History

The first version of SimGrid was a discrete-event simulation toolkit. It provided a set of core abstractions and functionalities that can be used to easily build simulators for specific application domains and/or computing environment topologies. This allows the simulation of arbitrary performance fluctuations such as the ones observable for real resources due to background load. However, this first version lacked a number of abstractions (e.g. routing, scheduling agents). With SimGrid v2 we have added a new software layer to provide high-level abstractions and the software thus provides two interfaces:

SG : The original low-level toolkit presented in [9], by which the simulation is done in terms of explicitly scheduling tasks on some resources;

MSG : A simulator built using SG. This layer implements realistic simulations based on the foundational SG and is more application-oriented. Simulations are built in terms of communicating agents.

In all that follows, we focus on the MSG interface as we anticipate it will become the standard interface for the vast majority of SimGrid users. Also, “SimGrid” denotes version 2 of the software throughout.

B. Fundamental Concepts

SimGrid implements the following core abstractions:
Agent – An agent is an entity which makes scheduling decisions. An agent is defined by a code, private data, and the location at which it executes.

Location – A location (or host) is the place in the simulated topology at which an agent runs. Thus it is defined by a computational resource, a number of mailboxes that enable communication with other agents, and private data that can be only accessed by agents at the same location.

Task – A task is an activity of the simulated application and for now can be a computation and/or a data transfer. A task is defined by an amount of computing, a data size, and private data.

Path – The low-level, original SG layer in the software did not provide any abstraction for message routing among locations. This made the task of the user arduous when simulating complex platforms. SimGrid now provides a routing abstraction so that the user (and the scheduler) can rely of a logical topology of the platform rather than targeting the physical topology directly. A path is an agglomerate of communication resources representing a set of physical network links. Locations are then interconnected through paths. The simulated application cannot access links directly (in the same way as a real application does not choose which routers its packets go through).

Channel – Communication between agents is embedded in the channel abstraction. A channel embodies the concept of communication ports opened by agents at locations.

With these abstractions, scheduling algorithms with SimGrid should always be described in terms of agents that run at locations and interact by sending, receiving, and processing simulated application tasks. Agent does not have direct access to paths but can send a task to another location using a channel. In fact, a location may have many mailboxes and a channel is then simply a mailbox number. So sending a task to a location using a channel amounts to transferring the task on a particular path, depending on the emitter location and on the destination, and to put it in a particular mailbox. We claim that these abstractions are sufficient to conduct scheduling research while isolating the user from details of the simulation that are not directly relevant to scheduling algorithms.

C. Building a Simulation with SimGrid

A SimGrid program always follows the following steps:

1. Definition of the code of each agent (i.e. modeling the application);
2. Creation of resources (i.e. modeling of the physical platform). It consist in defining hosts, links, and a routing table that specifies paths;
3. Creation and allocation of agents to locations (i.e. the deployment of the application);
4. Simulation.

The SimGrid software distribution provides documentation as well as a number of tutorial examples that illustrate these four steps.

IV. Platform Modeling with SimGrid

SimGrid provides several mechanisms for constructing simulated computing platforms. In this section we review the basic resource models, describe how realistic platform topologies can be generated, and describe how SimGrid simulates bandwidth-sharing.

A. Basic Resource Models

Low-level resource objects in SimGrid are hosts and links. A host is described by its computational speed relative to that of a reference host, and by its CPU availability (a value between 0 and 100%). A link is described by a latency and a bandwidth. By default, SimGrid uses the traditional models of task execution time equal to the computational cost divided by the computational speed, and of data transfer time equal to the latency plus the data size divided by the bandwidth. Note that the units of these values are not specified. Instead the user must ensure coherence between units of data size and bandwidth, and of task computational cost and computational speed. All values characterizing SimGrid resources can be either fixed, of varying according to a trace (a series of time-stamped values).

An important question is that of resource sharing among tasks of the simulation (including computational tasks and data transfer tasks). SimGrid implements three different sharing modes: (i) First In First Out (FIFO); (ii) First Ready First Out (FRFO); (iii) Shared. In the FIFO mode tasks on a resource execute in the order they were scheduled on that resource. In the FRFO mode, tasks that are ready for execution execute first. If there is a tie, then the task that was scheduled first executes first. In the Shared mode all ready tasks execute concurrently on a resource and SimGrid allows the user to implement fair sharing or proportional sharing with task priorities. These different modes provide some flexibility and make it possible to implement simulations with traditional assumptions from the scheduling literature.

The strength of SimGrid is that the user can easily
use the API to tune the behavior of the simulated environment. For instance, moving from resources with constant performance characteristics to resources with characteristics that vary according to traces can be achieved by just modifying a few parameters of the resource creation API functions.

The current trend in high-performance computing is to move to Grid platforms in which resources are interconnected over complex wide-area networks. For applications to benefit from such platforms it is necessary that novel scheduling approaches be designed that can accommodate complex networks. As a result, it is necessary to provide simulation tools that can capture the behavior of these networks and which can in turn enable new scheduling research. The default resource models in SimGrid described above do not fully enable the transition from traditional parallel computing scheduling research to Grid computing scheduling research.

We identify two challenges that must be addressed to enable this transition. First, it must be possible for users to construct large simulated platforms that are representative of existing platforms. Second, it must be possible to simulate the complex network contention behaviors of applications executing on these platforms. In the next two sections we describe how SimGrid addresses these two challenges and makes it easy for users to build realistic simulation models for studying scheduling on Grid platforms.

B. Modeling Grid Topologies

Most simulations reported in the scheduling literature have used either simple topology models (e.g., a ring or a star), representations of a real topology (e.g., the Arpanet), or randomly-generated flat topologies using a variation of Waxman’s edge-probability function. Recently, complex randomly-generated hierarchical models have been used to better approximate the Internet’s hierarchical structure. Many studies on Internet topologies are available [16, 8, 19, 33]. Using snapshots of the Internet, simple power-laws of the Internet topology have been derived, leading to several public-domain generators of “representative” Internet topologies [1, 32, 44].

While these generators constitute an excellent starting point for building a realistic simulation model, they lack several critical elements for our purpose. Typically, there is no information concerning the traffic (e.g., the available bandwidth throughout time) and no information on the characteristics of network links. Common techniques involve the use of simulated sources of traffic using random laws which are seldom validated against real traffic. Finally, several parameters have to be hand-tuned to obtain realistic platforms. In summary, the “art” of building a realistic platform model requires both significant experience and good intuition.

The alternative is, rather than simulating traffic sources, to collect traffic traces from a real environment. These traces can then be replayed for conducting repeatable simulation experiments, which is needed for the investigation of scheduling algorithms. To enable this, SimGrid makes it possible for users to automatically import platform descriptions obtained with Effective Network View (ENV) [40]. ENV is a tool that discovers a variety of characteristics of a Grid testbed including the network and its effective topology. The main advantage of ENV is that it only uses user-level observations of network performance to create an effective profile of network configuration and thus, it makes it possible to get information about layer 2 and 3 routers directly. The obtained topology can be used to deploy NWS sensors and record real-time traces which are directly usable in SimGrid. The combination of ENV and NWS makes it possible to instantiate platform models which represent realistic platforms both in terms of topology and in terms of traffic, as demonstrated in [28]. These models can then be used as is, or as basis for generating realistic randomized collections of models for conducting large numbers of simulations.

C. Bandwidth Sharing Models in SimGrid

Modeling realistic topologies is a critical step forward to enable scheduling research for emerging computing platforms such as the Grid. An important question is then that of simulating contention among data transfers on these topologies. The default resource models in SimGrid as described in Section IV-A do not enable realistic simulation of network traffic on topologies in which paths between hosts use multiple network links. Indeed, the basic models implement a simple store-and-forward scheme, without any notion of packets or network pipelining. Furthermore, if the Shared resource sharing mode is used for network links, it is not clear how to assign priorities among competing transfers (it is well-known that bandwidth-sharing among TCP flows is not fair [13, 21, 31]).

A possibility is to implement a notion of packets in the simulation in an attempt to be closer to the actual implementation of network protocols. This functionality is available in SimGrid and allows pipelining of communications on multiple links and among multiple data transfers. The user can trade-off speed versus ac-
curacy by tuning the packet size (large packet sizes are cheaper to simulate). While this approach has some benefits, it also has a number of limitations. First, the actual network protocols are not modeled. Second, unless the packet size is large, the memory footprint and computation time of the simulation can be very large for large platforms and applications. This is problematic for conducting scheduling research as large numbers of simulation experiments are necessary to obtain statistically significant results.

An alternate approach is to investigate macroscopic models of bandwidth-sharing and to implement these models directly in the simulation. If such models can be analytically derived then they can be implemented extremely efficiently and lead to short simulation times (if such models can be analytically derived then they can be implemented easily while it captures the relevant network behaviors necessary for conducting meaningful Grid computing scheduling research). We are validating this conjecture in current work and will report on results in upcoming papers.

A key strength of SimGrid is that its simple API makes it possible to use a wide variety of platform models interchangeably without impacting the implementation of the scheduling algorithms under investigation. It is possible for every user to pick and choose which model is appropriate for his/her research and to move to more complex models when warranted. The conjectural Grid model that we briefly described above is just one of the many possible models that can be implemented with SimGrid. The question of which Grid model is “right” is not answered here, but SimGrid provides an ideal research platform for making progress towards an answer.

V. Case Study

To better illustrate the capabilities and ease-of-use of SimGrid we present a small case study. The target application is a high-throughput master-worker application such as the ones being deployed in many global computing systems [39, 14, 37, 17]. A master dispatches input data for computational tasks to workers one at a time. The question we wish to answer is: “Given n independent, identical tasks that must be distributed to workers, how should the master fulfill requests for work from the workers?”

This is a classical scheduling problem and a straightforward strategy is to employ a greedy algorithm by which the master allocates tasks on a first-come first serve basis. We denote this strategy as Work Queue. Another approach is to maintain a “pool” of pending requests, p/2 such requests in our example, and to dispatch work according to priorities. Several criteria for prioritization are possible and in this case study we implemented the following three:

- **Computing power**: tasks are sent with higher priority to workers with faster computing speed;
- **Bandwidth**: tasks are sent with higher priority to workers with faster bandwidth;
- **Throughput**: if \( c_i \) (resp. \( w_i \)) denotes the time needed by the i-th worker to process (resp. receive data for) a task, then the ratio \( w_i / (c_i + w_i) \) represent the throughput for that worker. Tasks are sent with higher priority to workers with higher throughput.

Using SimGrid, it took under two hours to set up the entire simulation framework from scratch with the Work Queue scheduling algorithm and for a platform imported from ENV (shown in Figure 1). Twenty additional minutes were needed to add simulation of bandwidth and processing power measurements for the workers and to use these measurements for implement-
In these simulations, the request data size was set to 100KB and the request computational cost (on the master) was set to 0.1 MFlops. The task data size was set to 10MB and the task computational cost was set to 1 000 MFlops. Network and processor speeds are shown in Figure 1.

A number of experiments can be conducted with the simulator and Figure 2 plots the performance of the four scheduling strategies on the simulated platform in terms of overall execution time versus task number (i.e. the time at which the xth task completes). These simulations ran in less than four minutes on a PIII-733. The somewhat surprising result is that it is most efficient to prioritize workers according to bandwidth only. In other terms, the master should delegate work as fast as possible. Note that this type of result has been obtained in previous work [3] and that this case study simply confirms this phenomenon on a more realistic platforms.

This case study and other SIMGRID examples were used for educational purposes in a course on Parallel Algorithms and Architectures at the École Normale Supérieure de Lyon during the Fall 2002 semester.

**VI. Conclusion**

In this paper we have recognized two important limitations of simulations used for scheduling research: (i) there is no simulation standard; (ii) simulation methodologies are not appropriate for modern distributed computing platforms such as the Grid. We have identified a need for a simulation framework that makes it convenient for users to build scalable, configurable, extensible, and fast simulations for investigating novel scheduling techniques for these platforms. In this context we have presented SimGRID v2, which addresses these issues. We have described the main concepts in SimGRID and provided a detailed discussion of platform modeling issues. We have also demonstrated the usefulness of SimGRID with a case study.

SimGRID has already been used for a number of successful research endeavors [10, 41, 18, 43, 3, 4, 47] in our groups, and the SimGRID user community is currently undergoing a dramatic expansion. SimGRID is used for educational purposes in a course on Parallel Algorithms and Architectures at the École Normale Supérieure de Lyon. Future directions include mechanisms to import Brite [32] topologies and associated link characteristics in an ENV [40] fashion for simulation in SimGRID. We are also planning to create a repository where SimGRID users can download pre-generated topologies that can be used directly in their simulations. The SimGRID software has the potential for being of great value to the scheduling research community at large and these future directions will further expand its capabilities. All details, publications, and software for SimGRID are available at: [http://grail.sdsc.edu/simgrid](http://grail.sdsc.edu/simgrid).
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