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Abstract

Multiple applications that execute concurrently on heterogeneous platforms compete for CPU and network resources. In this paper we analyze the behavior of $K$ non-cooperative schedulers using the strategy that would be optimal if they were alone on the platform. Meanwhile fairness is ensured at a system level ignoring applications characteristics. We limit our study to simple single-level master-worker platforms and the case where applications consist of a large number of independent tasks. The tasks of a given application all have the same computation and communication requirements, but these requirements can vary from one application to another. Therefore, each scheduler aims at maximizing its throughput. We give closed-form formula of the equilibrium reached by such a system and study its performances. We characterize the situations where this Nash equilibrium is Pareto-optimal and show that even though no catastrophic situation (Braess-like paradox) can occur, such an equilibrium can be arbitrarily bad for any classical performance measure.

1 Introduction

The recent evolutions in computer networks technology, as well as their diversification, yield to a tremendous change in the use of these networks: applications and systems can now be designed at a much larger scale than before. Large-scale distributed platforms (Grid computing platforms, enterprise networks, peer-to-peer systems) result from the collaboration of many people. Thus, the scaling evolution we are facing is not only dealing with the amount of data and the number of computers but also with the number of users and the diversity of their behavior. Therefore computation and communication resources have to be fairly shared between users, otherwise users will leave the group and join another one. However, the variety of user profiles requires resource sharing to be ensured at a system level. We claim that even in a perfect system where each application competing on a given resource always receives the same share as the other ones and where no degradation of resource usage (e.g. packet loss or context switching overhead) occurs when a large number of applications use a given resource, non-cooperative usage of the system leads to important application performance degradation and resource wasting. In this context, we make the following contributions:

- We present a simple yet realistic situation where the system-level fairness fails to achieve a relevant application-level fairness. More precisely, we study the situation where multiple applications consisting of large numbers of independent identical tasks execute concurrently on heterogeneous platforms and compete for CPU and network resources. As the tasks of a given application all have the same computation and communication requirements (but these requirements can vary for different applications), each scheduler aims at maximizing its throughput. This framework had previously been studied in a cooperative centralized framework [BLCJF+06]. The resource sharing aspect was therefore not present and is extensively described in Section 2.
We first characterize in Section 3.1 the optimal selfish strategy for each scheduler (i.e. the scheduling strategy that will maximize its own throughput in all circumstances and adapt to external usage of resources) and then propose in Section 3.2 equivalent representations of such non-cooperative schedulers competition.

The particularities of these representations enable us to characterize the structure of the resulting Nash equilibrium as well as closed-form values of the throughput of each application (see Section 3.3 and 3.4).

Using these closed-form formulas, we derive in Section 4 necessary and sufficient conditions on the system parameters (in term of bandwidth, CPU speed, ... ) for the non-cooperative equilibrium to be Pareto-optimal. We also quickly study the degree of inefficiency of this equilibrium through a simple example.

When studying properties of Nash equilibria, it is important to know whether paradoxical situations like the ones exhibited by Braess in his seminal work [Bra68] can occur. In such situations, the addition of resource (a new machine, more bandwidth or more computing power in our framework) can result in a simultaneous degradation of the performance of all the users. Such situations only occur when the equilibrium is not Pareto-optimal, which may be the case in this framework. We investigate in Section 4.4 whether such situations can occur in our considered scenario and conclude with a negative answer to this question.

Last, we show in Section 5, that even when the non-cooperative equilibrium is Pareto-optimal, the throughput of each application is far from being monotonous with a resource increase. This enables us to prove that this equilibrium can be arbitrarily bad for any of the classical performance measures (average throughput, maximal throughput, minimum throughput).

Section 6 concludes the paper with a discussion of extensions of this work and future directions of research.

2 Platform and Application Model

2.1 Platform Model

Our master-worker platform is made of $N + 1$ processors $P_0, P_1, \ldots, P_N$. $P_0$ denotes the master processor, which doesn’t perform any computation. Each processor $P_n$ is characterized by its computing power $W_n$ (in Mflop.s$^{-1}$) and the capacity of its connection with the master $B_n$ (in Mb.s$^{-1}$). Last, we define the communication-to-computation ratio $C_n$ of processor $P_n$ as $B_n/W_n$. This model leads us to the following definition:
Definition 1. We denote by **physical-system** a triplet \((N, B, W)\) where \(N\) is the number of machines, and \(B\) and \(W\) the vectors of size \(N\) containing the link capacities and the computational powers of the machines.

We assume that the platform performs an ideal fair sharing of resources among the various requests. More precisely, let us denote by \(N_n^{(B)}(t)\) (resp. \(N_n^{(W)}(t)\)) the number of ongoing communication (resp. computation) from \(P_0\) to \(P_n\) (resp. on \(P_n\)) at time \(t\). Resources are shared “fairly” between the different users. Thus, the platform ensures that the amount of bandwidth received at time \(t\) by a communication from \(P_0\) to \(P_n\) is exactly \(B_n / N_n^{(B)}(t)\). Likewise, the amount of processor power received at time \(t\) by a computation on \(P_n\) is exactly \(W_n / N_n^{(W)}(t)\). Therefore, the time \(T\) needed to transfer a file of size \(b\) from \(P_0\) to \(P_n\) starting at time \(t_0\) is such that

\[
\int_{t_0}^{T} \frac{B_n}{N_n^{(B)}(t)} \, dt = b.
\]

Likewise, the time \(T\) needed to perform a computation of size \(w\) on \(P_n\) starting at time \(t_0\) is such that

\[
\int_{t_0}^{T} \frac{W_n}{N_n^{(W)}(t)} \, dt = w.
\]

Last, we assume that communications to different processors do not interfere. This amounts to say that the network card of \(P_0\) has a sufficiently large bandwidth not to be a bottleneck. This hypothesis makes sense when workers are spread over the Internet and are not too numerous.

2.2 Application Model

We consider \(K\) applications, \(A_k\), \(1 \leq k \leq K\). Each application is composed of a large set of independent, same-size tasks. We can think of each \(A_k\) as bag of tasks, and the tasks are files that require some processing. A task of application \(A_k\) is called a task of type \(k\). SETI@home [SET], factoring large numbers [CDu+96], the Mersenne prime search [Pri], ClimatePrediction.NET [BOI], Einstein@Home [EIN], processing data of the Large Hadron Collider [LHC] are a few examples of such typical applications. We let \(w_k\) be the amount of computation (in floating point operations) required to process a task of type \(k\). Similarly, \(b_k\) is the size (in Mb) of (the file associated to) a task of type \(k\). We assume that the only communication required is outwards from the master, i.e. that the amount of data returned by the worker is negligible. This is a common hypothesis [BOBLC+04] as in steady-state, the output-file problem can be reduced to an equivalent problem with bigger input-files. Last, we define the communication-to-computation ratio \(c_k\) of tasks of type \(k\) as \(b_k / w_k\). This model leads us to the following definition:

**Definition 2.** We define a **user-system** a triplet \((K, b, w)\) where \(K\) is the number of applications, and \(b\) and \(w\) the vectors of size \(K\) representing the size and the amount of computation associated to the different applications.

2.3 Rules of the game

In the following our \(K\) applications run on our \(N\) processors and compete for the network and CPU access:

**Definition 3.** A **system** is a sextuplet \((K, b, w, N, B, W)\), with \(K, b, w, N, B, W\) defined as for a user-system and a physical-system.
We assume that each application is scheduled by its own scheduler. As each application comprises a very large number of independent tasks, trying to optimize the makespan is known to be mainly tedious [Dut04] especially when resource availability may vary over time. Maximizing the throughput of a single application is however known to be a much more relevant metric in our context [BLCJF+06, HP04]. Let us denote by $\alpha_{n,k}$ the average number of tasks of type $k$ performed per unit of time on the processor $P_n$. In the rest of this document, we will denote by $\alpha_k = \sum_n \alpha_{n,k}$.

The scheduler of each application thus aims at maximizing its own throughput, i.e. $\alpha_k$. However, as they are sharing the same set of resources, we have the following general constraints\(^1\):

**Computation** $\forall n \in [0, N] : \sum_{k=1}^K \alpha_{n,k} w_k \leq W_n$

**Communication** $\forall n \in [1, N] : \sum_{k=1}^K \alpha_{n,k} b_k \leq B_n$

### 3 A non-cooperative game

Is this article, we assume that a process running on $P_0$ can communicate with as many processors as it wants. This model is called *multi-port* [BSP+99, BNGNS00] and is reasonable if the number of workers is relatively small and the process can make use of threads to handle communications. We first study the situation where only one application is scheduled on the platform. This will enable us to simply define the scheduling strategy that will be used by each players in the more general case where many applications are considered.

#### 3.1 One application

When there is only one application, our problem reduces to the following linear program:

\[
\begin{align*}
\text{Maximize} & \quad \sum_n \alpha_{n,1}, \\
\text{under the constraints} & \quad \begin{cases} 
(1a) & \forall n \in [0, N] : \alpha_{n,1} w_1 \leq W_n \\
(1b) & \forall n \in [1, N] : \alpha_{n,1} b_1 \leq B_n \\
(1c) & \forall n, \quad \alpha_{n,1} \geq 0 
\end{cases}
\end{align*}
\]

We can easily show that the optimal solution to this linear program is obtained by setting $\alpha_{n,1} = \min \left( \frac{W_n}{w_1}, \frac{B_n}{b_1} \right)$. In a practical setting, this amounts to say that the master process will saturate each of the workers by sending them as much tasks as possible. On a stable platform, $W_n$ and $B_n$ can easily be measured and the $\alpha_{n,1}$'s can thus easily be computed. On an unstable one this may be more tricky. However a simple acknowledgement mechanism enables the master process to ensure that it is not over-flooding the workers, while always converging to the optimal throughput.

In a multiple-applications context, each player (process) strives to optimize its own performance measure, considered here to be its throughput $\alpha_k$. Hence, we will assume that each of them constantly floods the workers while ensuring that all the tasks they sends are performed (e.g. using an acknowledgement mechanism). This adaptive strategy automatically cope with other schedulers usage of resource and selfishly maximize the throughput of each application. We suppose a purely non-cooperative game where no scheduler decides to ”ally” to any other. As the players constantly adapt to each others’ actions, they may (or not) reach some equilibrium, known in game theory as Nash equilibrium [Nas50, Nas51]. In the remaining of this paper, we will denote by $\alpha_{n,k}^{(nc)}$ the rates achieved at such stable states.

---

\(^1\)The notation $[a, b]$ denotes the set of integers comprised between $a$ and $b$, i.e. $[a, b] = \mathbb{N} \cap [a, b]$
3.2 Many applications: canonical representations

First, we can see that in the multi-port model, communication and computation resources are all independent. Let us consider in this section the use of resources on an arbitrary worker \( n \). We only need to ensure that the number of tasks sent to \( P_n \) is equal to the number of tasks processed on \( P_n \). In a steady state, actions of the players will interfere on each resource in (a priori) a non-predictable order. The resource usage may be arbitrarily complex (see Figure 1(a)). However, for any given subset \( S \) of \([1, K]\), we can define the fraction of time where all players of \( S \) (and only them) use a given resource. This enables us to reorganize the schedule into an equivalent representation (see Figure 1(b)) with at most \( 2^K \) time intervals (the number of possible choices for the subset \( S \)). In this representation, the fractions of time spent using a given resource (which can be a communication link or a processor) are perfectly equal to the ones in the original schedule. However, such a representation is still too complex (\( 2^K \) is a large value). Hence, we now explain how to build two more compact “equivalent” canonical representation (see Figure 1(c) and 1(d)).

Figure 1: Various schedule representations. Each application is associated to a color: Application 1 is green, application 2 is yellow and application 3 is blue. The area of each application is preserved throughout all transformations.
Sequential canonical representation  The first compact form we define is called sequential canonical representation (see Figure 1(c)). If the schedulers were sending data one after the other on this link, the \( k \)th scheduler would have to communicate during exactly \( \mu_{n,k}^{(\text{seq})} = \frac{a_{n,k}^{(\text{nc})}b_k}{B_n} \) of the time to send the same amount of data as in the original schedulers\(^2\). This value is called sequential communication time ratio. Similarly, we can define the sequential computation time ratio \( \nu_{n,k}^{(\text{seq})} \) as \( \frac{a_{n,k}^{(\text{nc})}W_k}{W_n} \). We have the following relation between \( \mu_{n,k}^{(\text{seq})} \) and \( \nu_{n,k}^{(\text{seq})} \):

\[
\mu_{n,k}^{(\text{seq})} = \frac{c_k}{C_n} \nu_{n,k}^{(\text{seq})}
\]  

(2)

We can therefore obtain a canonical schedule (see Figure 1(c)) with at most \( K + 1 \) intervals whose respective sets of players are \( \{1\}, \{2\}, \ldots, \{K\}, \emptyset \). This communication scheme is thus called sequential canonical representation and has the same \( a_{n,k}^{(\text{nc})} \) values. However, communication and computation times have all been decreased as each scheduler is now using the network link and the CPU exclusively. We will see later that this information loss does not matter for multi-port schedulers.

Parallel canonical representation  The second compact form we define is called parallel canonical representation (see Figure 1(d)). In this scheme, resource usage is as conflicting as possible. Let us denote by \( \mu_{n,k}^{(\text{par})} \) (resp. \( \nu_{n,k}^{(\text{par})} \)) the fraction of time spent by player \( k \) to communicate with \( P_n \) (resp. to compute on \( P_n \)) in such a configuration. \( \mu_{n,k}^{(\text{par})} \) is the parallel communication time ratio and \( \nu_{n,k}^{(\text{par})} \) is the parallel computation time ratio. Let us focus on the canonical representation of resources in the communication channel, the case of processor sharing being similar. To simplify the analysis, let us suppose that \( \mu_{n,1}^{(\text{par})} \leq \mu_{n,2}^{(\text{par})} \leq \cdots \leq \mu_{n,K}^{(\text{par})} \). Thus, communication times verify the following set of equations (where \( \Delta \mu_{n,k}^{(\text{par})} = \mu_{n,k}^{(\text{par})} - \mu_{n,k-1}^{(\text{par})} \)):

\[
\begin{cases}
\frac{a_{n,1}^{(\text{nc})}}{b_1} b_1 = \frac{B_n}{K} \Delta \mu_{n,1}^{(\text{par})} \\
\frac{a_{n,2}^{(\text{nc})}}{b_2} b_2 = \frac{B_n}{K} \Delta \mu_{n,1}^{(\text{par})} + \frac{B_n}{K-1} \Delta \mu_{n,2}^{(\text{par})} \\
\vdots \\
\frac{a_{n,k}^{(\text{nc})}}{b_k} b_K = \sum_{k=1}^{K} \frac{B_n}{K-k+1} \Delta \mu_{n,k}^{(\text{par})}
\end{cases}
\]  

(3)

We can easily check that this system has a unique solution, that all the \( \Delta \mu_{n,k}^{(\text{par})} \) are non-negative and that their sum is no larger than 1. From these \( \Delta \mu_{n,k}^{(\text{par})} \)'s we can therefore obtain a canonical schedule (see Figure 1(d)) with at most \( K + 1 \) intervals whose respective player sets are respectively \( \{1, \ldots, K\}, \{2, \ldots, K\}, \ldots, \{K\}, \emptyset \). This communication scheme is thus called parallel canonical representation and has the same \( a_{n,k}^{(\text{nc})} \) values. However, communication times have all been increased as each scheduler is now interfering with as much other scheduler as possible.

Particularities of multi-port selfish schedulers  The same reasonings can be applied to computation resources and therefore, for a given worker, both communication and computation resources can be put in canonical form (see Figure 2(a)). As we have seen in Section 3.1, the schedule...
ing algorithm used by the players consist in constantly flooding workers. Hence it is impossible that both $\mu^{\text{par}}_{n,k}$ and $\nu^{\text{par}}_{n,k}$ are smaller than 1. A player is thus said to be either communication-saturated ($\mu^{\text{par}}_{n,k} = 1$) or computation-saturated ($\nu^{\text{par}}_{n,k} = 1$).

**Proposition 1.** If there exists an communication-saturated application then $\sum_k \mu^{\text{seq}}_{n,k} = 1$. Similarly, if there exists an computation-saturated application then $\sum_k \nu^{\text{seq}}_{n,k} = 1$.

As two computation-saturated players $k_1$ and $k_2$ receive the same amount of computation power and compute during the same amount of time, we have $\alpha^{\text{nc}}_{n,k_1} w_{k_1} = \alpha^{\text{nc}}_{n,k_2} w_{k_2}$. Therefore if $c_{k_1} \leq c_{k_2}$, we have $\alpha^{\text{nc}}_{n,k_1} b_{k_1} \leq \alpha^{\text{nc}}_{n,k_2} b_{k_2}$. The same reasoning holds for two communication-saturated players as well as for a mixture of both. As a consequence, in a multi-port setting, players should be first sorted according the $c_k$ to build the canonical schedule. The very particular structure of this schedule (see Figure 2(b)) will enable us in the following section to give closed-form formula for the $\alpha^{\text{nc}}_{n,k}$. All these remarks can be summarized in the following proposition:
Proposition 2. If there is an equilibrium, let us denote by \( B_n \) the set of communication-saturated applications and by \( W_n \) the set of computation-saturated applications. If \( c_1 \leq c_2 \leq \cdots \leq c_K \), then there exists \( m \in [0,K] \) such that \( W_n = [1,m] \) and \( B_n = [m+1,K] \). We have:

- Parallel representation:

\[
\begin{align*}
\text{Communications:} & \quad \mu_{n,1}^{(\text{par})} \leq \cdots \leq \mu_{n,m}^{(\text{par})} < \mu_{n,m+1}^{(\text{par})} = \cdots = \mu_{n,K}^{(\text{par})} = 1 \\
\text{Computations:} & \quad v_{n,1}^{(\text{par})} = \cdots = v_{n,m}^{(\text{par})} > v_{n,m+1}^{(\text{par})} = \cdots = v_{n,K}^{(\text{par})}
\end{align*}
\]

- Sequential representation:

\[
\begin{align*}
\text{Communications:} & \quad \mu_{n,1}^{(\text{seq})} \leq \cdots \leq \mu_{n,m}^{(\text{seq})} < \mu_{n,m+1}^{(\text{seq})} = \cdots = \mu_{n,K}^{(\text{seq})} = G_n \\
\text{Communications:} & \quad F_n = f_{n,1}^{(\text{seq})} = \cdots = f_{n,m}^{(\text{seq})} > f_{n,m+1}^{(\text{seq})} = \cdots = f_{n,K}^{(\text{seq})}
\end{align*}
\]

3.3 Closed-form solution of the equations

Theorem 1. We assume \( c_1 \leq c_2 \leq \cdots \leq c_K \). Let us denote by \( W_n \) the set of players that are computation-saturated and by \( B_n \) the set of players that are communication-saturated.

1. If \( B_n \) and \( W_n \) are non-empty, we have:

\[
\alpha_{n,k}^{(\text{nc})} = \begin{cases} 
\frac{B_n}{|W_n||B_n|} \sum_{p \in W_n} \frac{c_p}{\sum_{p \in B_n} c_p} & \text{if } k \in B_n \\
\frac{W_n}{|W_n||B_n|} \sum_{p \in W_n} \frac{c_p}{\sum_{p \in B_n} c_p} & \text{if } k \in W_n
\end{cases}
\]

(4)

2. If \( W_n = \emptyset \):

\[
\alpha_{n,k}^{(\text{nc})} = \frac{B_n}{K,b_k}
\]

3. If \( B_n = \emptyset \):

\[
\alpha_{n,k}^{(\text{nc})} = \frac{W_n}{K,w_k}
\]

Proof. Let us start by the two easy cases where \( W_n = \emptyset \) or \( B_n = \emptyset \):

- If \( B_n = \emptyset \), then all applications use the CPU of \( P_n \) at any time. Therefore they all receive the exact same amount of CPU, i.e. \( B_n/K \), hence \( \alpha_{n,k}^{(\text{nc})} = \frac{W_n}{K,w_k} \).

- If \( W_n = \emptyset \), the exact same reasoning holds and we get \( \alpha_{n,k}^{(\text{nc})} = \frac{B_n}{K,b_k} \).

Let us now focus on the more interesting case where both \( B_n \neq \emptyset \) and \( W_n \neq \emptyset \). Using the definition of sequential communication and computation times, we have:

\[
\begin{align*}
\sum_{p \in B_n} \mu_{n,p}^{(\text{seq})} + \sum_{p \in W_n} \mu_{n,p}^{(\text{seq})} = 1 \\
\sum_{p \in B_n} v_{n,p}^{(\text{seq})} + \sum_{p \in W_n} v_{n,p}^{(\text{seq})} = 1
\end{align*}
\]

(5)
As we have $\alpha_{n,k}^{(nc)} \equiv b_n \mu_{n,k}^{(seq)}$ and $\alpha_{n,k}^{(nc)} \equiv w_n \nu_{n,k}^{(seq)}$, $\nu_{n,k}^{(seq)}$ and $\mu_{n,p}^{(seq)}$ are linked by the following relation:

$$\forall p, \nu_{n,p}^{(seq)} = \frac{C_n}{c_p} \mu_{n,p}^{(seq)} \quad (6)$$

Two applications from $B_n$ communicate all the time. Therefore they send the exact same amount of data and thus:

$$\forall p \in B_n, \mu_{n,p}^{(seq)} = G_n$$

Similarly, we get

$$\forall p \in W_n, \nu_{n,p}^{(seq)} = F_n$$

Using these relations, equations (5) can be written:

$$\begin{cases}
|B_n|G_n + F_n \sum_{p \in W_n} \frac{c_p}{c_p} = 1 \\
|W_n|F_n + G_n \sum_{p \in B_n} \frac{c_p}{c_p} = 1
\end{cases}$$

Solving this system, we get:

$$\begin{align*}
G_n &= \frac{|W_n||B_n| - \sum_{p \in W_n} c_p}{|W_n| \sum_{p \in W_n} c_p} \\
F_n &= \frac{|B_n||W_n| - \sum_{p \in B_n} c_p}{|B_n| \sum_{p \in B_n} c_p}
\end{align*}$$

And finally:

$$\begin{align*}
\alpha_{n,k}^{(nc)} &= \frac{b_n}{b_k} \frac{|W_n||B_n| - \sum_{p \in W_n} c_p}{|W_n| \sum_{p \in W_n} c_p} & \text{if } k \in B_n \\
\alpha_{n,k}^{(nc)} &= \frac{w_n}{w_k} \frac{|B_n||W_n| - \sum_{p \in B_n} c_p}{|B_n| \sum_{p \in B_n} c_p} & \text{if } k \in W_n
\end{align*}$$

3.4 Conditions on the sets

Let us first start with a technical lemma that will prove to be very useful in the following.

**Lemma 1.** Let $\gamma_1 < \cdots < \gamma_K$ be $K$ positive numbers. We have:

1. If $\sum_k 1/\gamma_k \leq K$ then $\sum_k \gamma_k > K$;
2. If $\sum_k \gamma_k \leq K$ then $\sum_k 1/\gamma_k > K$;
3. If $\sum_k \gamma_k > K$ and $\sum_k 1/\gamma_k > K$, then there exists exactly one $m \in [1, K]$ such that:

$$\gamma_m < \frac{\sum_{k=m+1}^K 1 - \gamma_k}{\sum_{k=m+1}^K \frac{1}{\gamma_k}} < \gamma_{m+1}$$

**Proof.** Let us prove each statement one after the other:

1. Let us assume that $\sum_k 1/\gamma_k \leq K$. As $(1 - \gamma_k)^2 \geq 0$, we have $(2 - \gamma_k) \leq 1/\gamma_k$. Therefore, we have $\sum_k (2 - \gamma_k) < K$, hence $\sum_k \gamma_k > K$.
2. The same proof as before can be used by setting $\gamma'_k = 1/\gamma_k$. 
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3. Let us now assume that $\sum_k \gamma_k < K$ and $\sum_k 1/\gamma_k > K$ and let us define $\varrho$ by $\varrho(m) = \frac{\sum_{k=m+1}^{\gamma_m} 1 - \gamma_k}{\sum_{k=m+1}^{\gamma_m+1} 1 - \gamma_k}$. Let us also define $f$ and $g$ by

$$
 f(m) = \gamma_{m+1} \sum_{k=m+1}^{K} \left( 1 - \frac{1}{\gamma_k} \right) - \sum_{k=1}^{m} (1 - \gamma_k)
$$

$$
 g(m) = \gamma_m \sum_{k=m+1}^{K} \left( 1 - \frac{1}{\gamma_k} \right) - \sum_{k=1}^{m} (1 - \gamma_k)
$$

From these definitions, we can easily see that:

$$(\exists m \mid \gamma_m < \varrho(m) < \gamma_{m+1}) \iff (\exists m \mid f(m) > 0 \text{ and } g(m) < 0) \quad (7)
$$

By noticing that we have

$$
 f(m) - g(m + 1) = \gamma_{m+1} \left( 1 - \frac{1}{\gamma_{m+1}} \right) + (1 - \gamma_{m+1}) = 0,
$$

condition (7) can be rewritten as

$$(\exists m \mid \gamma_m < \varrho(m) < \gamma_{m+1}) \iff (\exists m \mid f(m) > 0 \text{ and } f(m - 1) < 0)
$$

Therefore, to prove our lemma, we should study the variations of $f$. We have$^3$:

$$
\begin{align*}
 f(0) &= \gamma_{K+1} \left( K - \sum_{k=1}^{K} \frac{1}{\gamma_k} \right) < 0 \text{ (by hypothesis)} \\
 f(K) &= \left( \sum_{k=1}^{K} \gamma_k \right) - K > 0 \text{ (by hypothesis)} \\
 f(m + 1) - f(m) &= (\gamma_{m+2} - \gamma_{m+1}) \sum_{k=m+2}^{K} \frac{1}{\gamma_k}
\end{align*}
$$

Then, we have

$$
\begin{align*}
 d(0) &= K - \sum_{k=1}^{K} \frac{1}{\gamma_k} < 0 \text{ (by hypothesis)} \\
 d(K - 1) &= 0 \\
 d(m + 1) - d(m) &= \frac{1}{\gamma_{m+2}} - 1
\end{align*}
$$

So let us denote by $M$ the first value $k$ such that $\gamma_k > 1$ and $\gamma_{k-1} < 1$ (we know that such value exist otherwise we would have $\sum_k \gamma_k \leq K$ or $\sum_k 1/\gamma_k \leq K$). Therefore, we know that $d$ is strictly increasing on $[0, M - 2]$ and strictly decreasing on $[M - 2, 0]$ (see Figure 3). Since $d(0) < 0$, and $d(K - 1) = 0$, we know that $d(M - 2) > 0$. Therefore, there exists a $M' \in [1, K - 1]$ such that $d$ is negative on $[0, M' - 1]$ and positive on $[M', K - 1]$. Last, since $f(0) < 0$ and $f(K) > 0$, we know there exists exactly one $m$ such that $f(m) > 0$ and $f(m - 1) < 0$, hence the result.

Theorem 2. Assuming $c_1 \leq \ldots \leq c_K$, $B_n$ and $W_n$ can be determined using the following formula:

1. If $\sum_k \frac{c_k}{c_n} \leq K$ then $B_n = \emptyset$.

\footnote{We can freely set $\gamma_{K+1} = \gamma_K + 1$ so that $f$ is defined on $[0, K]$.}
2. Else if \( \sum_k \frac{C_n}{c_k} \leq K \) then \( W_n = \emptyset \).

3. Else we have \( W_n \neq \emptyset \) and \( B_n \neq \emptyset \). Let \( m \) be the integer such that\(^4\):

\[
\frac{c_m}{C_n} < \frac{m - \sum_{k=1}^{m} \frac{c_k}{C_n}}{K - m - \sum_{k=m+1}^{K} \frac{c_k}{c_k}} < \frac{c_{m+1}}{C_n}
\]

Then we have \( W_n = \{1, \ldots, m\} \) and \( B_n = \{m+1, \ldots, K\} \).

**Proof.** First of all, we shall remark that the previous cases are exclusives using Lemma 1 with \( \gamma_k = c_k/C_n \). Therefore, we only have to prove that, depending on the structure of \( B_n \) and \( W_n \), we fall in either one or the other of the previous cases:

- Suppose that \( B_n = \emptyset \), then \( \forall k, \nu_{n,k}^{(\text{seq})} = 1/K \) and \( 1 \geq \sum_k \mu_{n,k}^{(\text{seq})} = \sum_k \frac{c_k}{c_k} \nu_{n,k}^{(\text{seq})} = \sum_k \frac{c_k}{K C_n} \).
  Hence \( B_n = \emptyset \Rightarrow \sum_k \frac{c_k}{c_k} \leq K \).

- Suppose that \( W_n = \emptyset \), then \( \forall k, \mu_{n,k}^{(\text{seq})} = 1/K \) and \( 1 \geq \sum_k \nu_{n,k}^{(\text{seq})} = \sum_k \frac{c_k}{c_k} \mu_{n,p}^{(\text{seq})} = \sum_k \frac{c_k}{K c_k} \).
  Hence \( W_n = \emptyset \Rightarrow \sum_k \frac{c_k}{c_k} \leq K \).

- Suppose that both \( W_n \neq \emptyset \) and \( B_n \neq \emptyset \). Remember that \( \nu_{n,p}^{(\text{seq})} \) and \( \mu_{n,p}^{(\text{seq})} \) are linked by the following relation:

\[
\forall p, \nu_{n,p}^{(\text{seq})} = \frac{C_n}{c_p} \mu_{n,p}^{(\text{seq})}
\]

Let \( m \) such that \( m \in B_n \) and \( m + 1 \in W_n \). Recalling proposition 2, we have:

\[
\mu_{n,1}^{(\text{seq})} \leq \cdots \leq \mu_{n,m}^{(\text{seq})} < \mu_{n,m+1}^{(\text{seq})} = \cdots = \mu_{n,K}^{(\text{seq})} \quad \text{and} \quad \nu_{n,1}^{(\text{seq})} = \cdots = \nu_{n,m}^{(\text{seq})} > \nu_{n,m+1}^{(\text{seq})} = \cdots = \nu_{n,K}^{(\text{seq})}
\]

From \( \nu_{n,m+1}^{(\text{seq})} = \frac{C_n}{c_{m+1}} \mu_{n,m+1}^{(\text{seq})} \) and equation (4) of Theorem 1, we get:

\[
\frac{c_{m+1}}{C_n} \nu_{n,m}^{(\text{seq})} = \frac{\mu_{n,m}^{(\text{seq})}}{\nu_{n,m}^{(\text{seq})}} > \frac{\mu_{n,m+1}^{(\text{seq})}}{\nu_{n,m}^{(\text{seq})}} = \frac{m - \sum_{k=1}^{m} \frac{c_k}{C_n}}{K - m - \sum_{k=m+1}^{K} \frac{c_k}{c_k}}
\]

\(^4\)We know such an integer exists using Lemma 1 with \( \gamma_k = c_k/C_n \).
Similarly, we have:

\[
\frac{c_m}{C_n} = \frac{\mu_{n,m}}{\nu_{n,m}} \leq \frac{\mu_{n,m+1}^{(\text{seq})}}{\nu_{n,m}^{(\text{seq})}} = \frac{m - \sum_{k=1}^{m} \frac{c_k}{c_n}}{K - m - \sum_{k=m+1}^{K} \frac{c_k}{c_n}}
\]

Therefore, we have:

\[
\frac{c_m}{C_n} < \frac{m - \sum_{k=1}^{m} \frac{c_k}{c_n}}{K - m - \sum_{k=m+1}^{K} \frac{c_k}{c_n}} < \frac{c_{m+1}}{C_n}
\]

that is to say

\[
\gamma_m < \frac{m - \sum_{k=1}^{m} \gamma_k}{K - m - \sum_{k=m+1}^{K} \frac{1}{\gamma_k}} < \gamma_{m+1}.
\]

\[\square\]

**Remark 1.** *From these equations, we see that there always exists exactly one non-cooperative equilibrium.*

4 **Inefficiencies and paradoxes**

In this section, we study the inefficiency of the Nash equilibria, in the Pareto sense, and their consequences. Let us start by recalling the definition of the Pareto optimality.

**Definition 4.** *Let \( G \) be a game with \( K \) players. Each of them is defined by a set of possible strategies \( S_k \) and utility functions \( u_k \) defined on \( S_1 \times \cdots \times S_K \). A vector of strategy is said to be Pareto optimal if it is impossible to strictly increase the utility of a player without strictly decreasing the one of another. In other words,

\[
\left( (s_1, \ldots, s_K) \in S_1 \times \cdots \times S_K \text{ is Pareto optimal} \right) \iff
\]

\[
(\forall(s_1^*, \ldots, s_K^*) \in S_1 \times \cdots \times S_K, \exists i, u_i(s_1^*, \ldots, s_K^*) > u_i(s_1, \ldots, s_K) \Rightarrow \exists j, u_j(s_1^*, \ldots, s_K^*) < u_j(s_1, \ldots, s_K))
\]

We recall that in the considered system, the utility functions are the \( \alpha_k \), that is to say, the average number of tasks of application \( k \) processed per time-unit, while the strategies are the scheduling algorithms (i.e. which resource to use and when to use them).

After expressing the utility set, i.e. the achievable utility vectors (subsection 4.1), we comment of the efficiency of the Nash equilibrium, in the case of a single worker (subsection 4.2), and then of multiple workers (4.3). Additionally, it is known that when Nash Equilibria are inefficient, some paradoxical phenomenon can occur (see, for instance [Bra68]). We hence study in subsection 4.4, the occurrence of Braess phenomena in this system.

4.1 **Convex and compact utility set**

Let consider a system with \( K \) applications running over \( N \) machines. We recall that the set of achievable utilities is:

\[
\{ (\alpha_k)_{1 \leq k \leq K} \mid \exists \alpha_{1,k}, \ldots, \alpha_{n,k}, \forall k \in [1, K]: \sum_{n=1}^{N} \alpha_{n,k} = \alpha_k, \forall n \in [1, N]: \sum_{k=1}^{K} \alpha_{n,k} w_k \leq W_n, \forall n \in [1, N]: \sum_{k=1}^{K} \alpha_{n,k} b_k \leq B_n, \forall n \in [1, N], \forall k \in [1, K]: \alpha_{n,k} \geq 0 \}
\]

The utility set is hence convex and compact.
4.2 Single processor

In this subsection we show that when the players (here the applications) compete in a non-cooperative way over a single processor, the resulting equilibrium (see Section 3.2) is Pareto optimal.

**Theorem 3.** On a single-processor system, the allocation at the Nash equilibrium is Pareto optimal.

**Proof.** Suppose that the non-cooperative allocation $\alpha^{(nc)}$ is not Pareto optimal on $P_n$. Then, there exists another allocation $\bar{\alpha}$ such that

$$\forall k, \alpha^{(nc)}_{n,k} \leq \bar{\alpha}_{n,k}, \quad \text{and} \quad \exists q \in [1, K], \alpha^{(nc)}_{n,q} < \bar{\alpha}_{n,q}.\$$

Then $\forall k, \alpha_{n,k}^{(nc)} = \frac{\mu_{n,k}}{b_k} B_n = \bar{\alpha}_{n,k} \text{ and } \frac{\mu_{n,q}}{b_q} B_n < \bar{\alpha}_{n,q} B_n$, which implies

$$\sum_{k=1}^{K} \mu_{n,k}^{(seq)} < \sum_{k=1}^{K} \bar{\mu}_{n,k}^{(seq)}, \quad (8)\$$

Similarly, we get

$$\sum_{k=1}^{K} \nu_{n,k}^{(seq)} < \sum_{k=1}^{K} \bar{\nu}_{n,k}^{(seq)}, \quad (9)\$$

We have two possibilities:

- If in the non-cooperative solution, at least one application is communication-saturated (i.e. $B_n \neq \emptyset$), then $1 = \sum_{k} \mu_{n,k}^{(seq)}$ (recall proposition 1). However, as $\sum_{k} \bar{\mu}_{n,k}^{(seq)} \leq 1$ by definition, we have $\sum_{k=1}^{K} \mu_{n,k}^{(seq)} \geq \sum_{k=1}^{K} \bar{\mu}_{n,k}^{(seq)}$, which is in contradiction with (8).

- We get a similar contradiction with (9) when at least one application is computation-saturated (i.e. $W_n \neq \emptyset$) in the non-cooperative solution.

4.3 Multi-processors and inefficiencies

Interestingly, although we have seen that the Nash Equilibria are Pareto optimal on each worker, we show in this section that this Equilibrium is not Pareto optimal for the whole system.

We show that the Nash Equilibrium can be inefficient and exhibit such an example on a system consisting of two machines and two applications (subsection 4.3.1). We then give a formal necessary and sufficient condition for the equilibrium to be Pareto optimal (subsection 4.3.2 and 4.3.3). We finally comment on different measures of inefficiency (subsection 4.3.4).

4.3.1 Example of Pareto inefficiency

The Pareto optimality is a global notion. Hence, although at each processor, the allocation is Pareto optimal, the result may not hold for a random number of machines. We will see later (Theorem 4) that the result holds if we have on all the machines $W_n \neq \emptyset$ OR on all the machines $B_n \neq \emptyset$. Yet, if there are two workers $n_1$ and $n_2$ such that $W_{n_1} = \emptyset$ and $B_{n_2} = \emptyset$, then the allocation may be Pareto sub-optimal. We illustrate this on a simple example with a two-applications and two-machines system.
Example 1. Consider a system with two computers $A$ and $B$, with parameters $B_1 = 50$, $W_1 = 100$, $B_2 = 100$, $B_2 = 50$ and two applications of parameters $b_1 = 1$, $w_1 = 2$, $b_2 = 2$ and $w_2 = 1$.

If the applications were collaborating such that application 1 was processed exclusively to computer $A$ and application 2 in computer $B$, their respective throughput would be

$$\alpha_1^{(coop)} = \alpha_2^{(coop)} = 50.$$ 

Yet, with the non-cooperative approach they only get a throughput of

$$\alpha_1^{(nc)} = \alpha_2^{(nc)} = 37.5.$$ 

4.3.2 Sufficient condition

Theorem 4. If, in a system with a finite number $N$ of machines, we have

$$\forall n \in [1, N], B_n \neq \emptyset$$

then, the non-cooperative allocation is Pareto optimal.

Proof. Suppose that for the $N$ machines, $B_n \neq \emptyset$. Suppose that the non-cooperative allocation $\alpha^{(nc)}$ is not Pareto optimal. Then, there exists another allocation $\alpha'$ such that

$$\forall k, \alpha_k^{(nc)} \leq \alpha_k', \text{ and } \exists q \in [1, K], \alpha_q^{(nc)} < \alpha_q'.$$

Then $\forall k, \sum_{n=1}^{N} \frac{\mu_{n,k}^{(seq)} B_n}{b_k} = \sum_{n=1}^{N} \alpha_{n,k}^{(nc)} = \sum_{n=1}^{N} \alpha_{n,k} = \sum_{n=1}^{N} \frac{\mu_{n,k}^{(seq)} B_n}{b_k} = \sum_{n=1}^{N} \mu_{n,k}^{(seq)} B_n < \sum_{n=1}^{N} \frac{\mu_{n,q}^{(seq)} B_n}{b_q}$, which implies

$$\sum_{k=1}^{K} \sum_{n=1}^{N} \mu_{n,k}^{(seq)} B_n < \sum_{k=1}^{K} \sum_{n=1}^{N} \mu_{n,k}^{(seq)} B_n$$

(10)

However, as on each machine, at least one application is communication saturated (i.e. $\forall n, B_n \neq \emptyset$) then $\sum \mu_{n,k}^{(seq)} = 1$, which implies that $\forall n, \sum \mu_{n,k}^{(seq)} \geq \sum \mu_{n,k}^{(seq)}$. Hence finally

$$\sum_{n=1}^{N} \sum_{k=1}^{K} \mu_{n,k}^{(seq)} B_n \geq \sum_{n=1}^{N} \sum_{k=1}^{K} \mu_{n,k}^{(seq)} B_n,$$

which is in contradiction with (10). \qed

Corollary 1. If, in a system with a finite number $N$ of machines, we have

$$\forall n \in N, W_n \neq \emptyset$$

then, the non-cooperative allocation is Pareto optimal.
4.3.3 Necessary and sufficient condition

Suppose that the applications are not all identical, that is to say that there exists \( k_1 \) and \( k_2 \) such that \( c_{k_1} < c_{k_2} \). We have seen in Section 4.3.2, that two sufficient conditions for the Nash equilibrium to be Pareto optimal is that:

- \( \forall n, W_n \neq \emptyset \) (i.e. \( \forall n, \sum_k \frac{c_k}{e_k} > K \))
- or \( \forall n, B_n \neq \emptyset \) (i.e. \( \forall n, \sum_k \frac{c_k}{e_k} > K \)).

In this section, we show that this condition is actually necessary.

**Theorem 5.** Suppose that the applications are not all identical, that is to say that there exists \( k_1 \) and \( k_2 \) such that \( c_{k_1} < c_{k_2} \). Suppose that there exists two workers, namely \( n_1 \) and \( n_2 \) such that:

- \( W_{n_1} = \emptyset \)
- and \( B_{n_2} = \emptyset \),

then the allocation at the Nash Equilibrium is Pareto inefficient.

**Proof.** Let renumber the applications such that \( c_1 \leq c_2 \leq \cdots \leq c_K \) and suppose that there exists \( k \in [1, K - 1] \) such that \( c_k < c_{k+1} \). To show the Pareto inefficiency of the Nash Equilibrium, we construct another allocation \( \tilde{\alpha} \) in which:

\[
\forall k \in [2, K - 1], \alpha_k^{[nc]} = \tilde{\alpha}_k \quad \alpha_1^{[nc]} < \tilde{\alpha}_1 \quad \alpha_K^{[nc]} < \tilde{\alpha}_K
\]

The idea for this is to keep the allocations of the applications 2, \ldots, \( K - 1 \) unchanged. We note that \( n_1 \) is relatively poor in bandwidth while \( n_2 \) relatively lacks of computational capability. Also, as \( c_1 < c_K \), the idea of the construction is to increase the fraction of jobs from application 1 (respectively \( K \)) sent to worker \( n_1 \) (resp. \( n_2 \)). More precisely, we take:

- \( \forall n \notin \{n_1, n_2\}, \forall k \in [1; K], \mu_{n,k}^{[seq]} = \nu_{n,k}^{[seq]} = \tilde{\nu}_{n,k}^{[seq]} \),
- \( \forall n \in \{n_1, n_2\}, \forall k \in [2; K - 1], \mu_{n,k}^{[seq]} = \tilde{\mu}_{n,k}^{[seq]}, \nu_{n,k}^{[seq]} = \tilde{\nu}_{n,k}^{[seq]} \),
- \( \nu_{n_2,1}^{[seq]} = \tilde{\nu}_{n_2,1}^{[seq]} - \varepsilon_1, \nu_{n_2,K}^{[seq]} = \tilde{\nu}_{n_2,K}^{[seq]} + \varepsilon_3, \mu_{n_1,1}^{[seq]} = \tilde{\mu}_{n_1,1}^{[seq]} + \varepsilon_2, \) and \( \mu_{n_1,K}^{[seq]} = \tilde{\mu}_{n_1,K}^{[seq]} - \varepsilon_4 \).

Hence \( \forall k \in [2, K - 1], \tilde{\alpha}_k = \alpha_k^{[nc]} \) and \( \forall n \notin \{n_1, n_2\}, (\tilde{\alpha}_n, \tilde{\alpha}_K) = (\alpha_n^{[nc]} \alpha_n^{[nc]}, \alpha_K^{[nc]} \alpha_K^{[nc]}). \) These definitions leads us to the following equations for \( \varepsilon_1, \varepsilon_2, \varepsilon_3 \) and \( \varepsilon_4 \):

\[
\begin{align*}
\sum_k \mu_{n_2,k}^{[seq]} &= \left( \sum_k \tilde{\mu}_{n_2,k}^{[seq]} \right) + \left( \frac{c_1}{c_{n_2}} \varepsilon_3 - \frac{c_1}{c_{n_2}} \varepsilon_1 \right) \\
\sum_k \nu_{n_2,k}^{[seq]} &= \left( \sum_k \tilde{\nu}_{n_2,k}^{[seq]} \right) + \left( \varepsilon_3 - \varepsilon_1 \right)
\end{align*}
\]

As \( B_{n_2} = \emptyset \), we have \( W_{n_2} \neq \emptyset \) hence \( \sum_k \tilde{\nu}_{n_2,k}^{[seq]} = 1 \). By setting \( \varepsilon_1 = \varepsilon_3 \), we get \( \sum_k \tilde{\nu}_{n_2,k}^{[seq]} = 1 \). Also, as \( B_{n_2} = \emptyset \), we have \( \sum_k \mu_{n_2,k}^{[seq]} < 1 \), hence for \( \varepsilon_1 \) sufficiently small \( \sum_k \mu_{n_2,k}^{[seq]} < 1 \).

As \( W_{n_1} = \emptyset \), we have \( B_{n_1} \neq \emptyset \) hence \( \sum_k \tilde{\mu}_{n_1,k}^{[seq]} = 1 \). By setting \( \varepsilon_3 = \varepsilon_4 \), we get \( \sum_k \tilde{\mu}_{n_1,k}^{[seq]} = 1 \). Also, as \( W_{n_1} = \emptyset \), we have \( \sum_k \tilde{\nu}_{n_1,k}^{[seq]} < 1 \), hence for \( \varepsilon_2 \) sufficiently small \( \sum_k \tilde{\nu}_{n_1,k}^{[seq]} < 1 \). Therefore, by setting \( \varepsilon_1 \) and \( \varepsilon_2 \) sufficiently small, \( \tilde{\alpha} \) is a valid allocation.
Finally, since $W_{n_1} = B_{n_2} = \emptyset$, then $\alpha_{n_1,k}^{(nc)} = \frac{B_{n_1}}{K \cdot b_k}$ and $\alpha_{n_2,k}^{(nc)} = \frac{W_{n_1}}{K \cdot w_k}$. Hence, finally, $\alpha_1 > \alpha_1^{(nc)}$ and $\alpha_K^{(nc)} > \alpha_K$ are equivalent to $\bar{\alpha}_{n_1,1} + \bar{\alpha}_{n_2,1} > \alpha_{n_1,1}^{(nc)} + \alpha_{n_2,1}^{(nc)}$ and $\bar{\alpha}_{n_1,K} + \bar{\alpha}_{n_2,K} > \alpha_{n_1,K}^{(nc)} + \alpha_{n_2,K}^{(nc)}$.

We have:

\[ \bar{\alpha}_{n_1,1} + \bar{\alpha}_{n_2,1} - \alpha_{n_1,1}^{(nc)} - \alpha_{n_2,1}^{(nc)} = \frac{B_{n_1}}{b_1} \cdot \varepsilon_2 - \frac{W_{n_2}}{w_1} \cdot \varepsilon_1 \]

and

\[ \bar{\alpha}_{n_1,K} + \bar{\alpha}_{n_2,K} - \alpha_{n_1,K}^{(nc)} - \alpha_{n_2,K}^{(nc)} = \frac{W_{n_2}}{w_K} \cdot \varepsilon_1 - \frac{W_{n_1}}{w_K} \cdot \varepsilon_2 \]

Therefore, the conditions $\alpha_1 > \alpha_1^{(nc)}$ and $\alpha_K^{(nc)} > \alpha_K$ are equivalent to:

\[ \frac{W_{n_2}}{B_{n_1}} \cdot c_1 < \frac{\varepsilon_2}{\varepsilon_1} < \frac{W_{n_2}}{B_{n_1} \cdot c_K} \] (11)

Hence, for $\varepsilon_1$ and $\varepsilon_2$ sufficiently small and satisfying (11), the allocation $\bar{\alpha}$ is strictly Pareto superior to the Nash equilibrium of the system.

4.3.4 Degree of inefficiency

We have seen that the Nash equilibrium of the system can be Pareto inefficient. An natural question then raising is "how much inefficient" is it? Unfortunately, defining Pareto inefficiency is still an open question. We recall in the following some possible definitions and study their properties.

Definition of degree of inefficiency

Let us denote by $f$ an efficiency measure on the $\alpha_k$.

Classical efficiency measure are:

**Profit** $f(\alpha_1, \ldots, \alpha_K) = \sum_{k=1}^{K} \alpha_k$

**Max-min** $f(\alpha_1, \ldots, \alpha_K) = \min_{k=1}^{K} \alpha_k$

**Proportional** $f(\alpha_1, \ldots, \alpha_K) = \prod_{k=1}^{K} \alpha_k$

**Inverse** $f(\alpha_1, \ldots, \alpha_K) = \left( \sum_{k=1}^{K} \frac{1}{\alpha_k} \right)^{-1}$

For a given system $S$ (i.e. platform parameters along with the description of our $K$ applications), we denote by $\alpha_k^{(nc)}(S)$, the rates achieved on system $S$ by the non-cooperative algorithm of Section 3. Let us denote by $\alpha_k^{(f)}(S)$, the optimal rates on system $S$ for the metric $f$.

One can define the inefficiency of the non-cooperative allocation for a given metric and a given system as:

\[ \frac{f(\alpha_1^{(f)}(S), \ldots, \alpha_K^{(f)}(S))}{f(\alpha_1^{(nc)}(S), \ldots, \alpha_K^{(nc)}(S))} \geq 1 \]

The degree of inefficiency $\phi_f$ can be defined as the largest inefficiency:

\[ \phi_f = \max_{f} \frac{f(\alpha_1^{(f)}(S), \ldots, \alpha_K^{(f)}(S))}{f(\alpha_1^{(nc)}(S), \ldots, \alpha_K^{(nc)}(S))} \geq 1 \]

Similarly, Papadimitriou [Pap98] introduced the now popular measure “price of anarchy”, which corresponds to the inefficiency degree for the profit metrics.
Properties

Consider again a system with two applications and two machines with parameters:

\[ b_1 = 1 \quad w_1 = N \quad b_2 = N \quad w_2 = 1 \]
\[ B_A = 100 \quad W_A = 100 \times N \quad B_B = 100 \times N \quad W_B = 100 \]

Consider then the non-cooperative approach. We have \( W_A = \emptyset \) and \( B_B = \emptyset \). We have:

\[ \alpha_{n,1}^{(nc)} = \frac{B_A}{2b_1} + \frac{W_B}{2w_1} = 50 \left( 1 + \frac{1}{N} \right) \]
\[ \alpha_{n,2}^{(nc)} = \frac{B_A}{2b_2} + \frac{W_B}{2w_2} = 50 \left( 1 + \frac{1}{N} \right) \]

However,

\[ \alpha_{n,1}^{(coop)} = 100 \quad \alpha_{n,2}^{(coop)} = 100. \]

As the utility set is clearly symmetrical for this system (see Figure 4), and the efficiency measure do not favor a particular application, the optimal point for all the previous measures is \( \alpha^{(coop)} \). As

\[ \frac{\alpha_{n,1}^{(nc)}}{\alpha_{n,1}^{(coop)}} \xrightarrow{N \to +\infty} 2 \]

the efficiency degree of all previous measures is larger than two (except for the Proportional measure that is equal to 4).

4.4 Braess-like paradoxes

When studying properties of Nash equilibria in routing systems, Braess exhibited an example in which, by adding resource to the system (in his example, a route), the performance of all the users were degraded. We investigate in this section whether such situations can occur in our considered scenario.

Based on the definition of the Pareto optimality, we define the concept of strict Pareto-superiority.

Definition 5. We say that a utility point \( a \) is strictly Pareto-superior to a point \( b \) is for all players \( a_i < b_i \).
Obviously, a Pareto-optimal point is such that there exists no achievable point strictly-Pareto superior to it.

Let us consider a system (called "initial") and a second one (referred to as the "augmented" system), derived from the first one by adding some quantity of resource. Intuitively, the Nash equilibrium \textit{aug} in the augmented system should be Pareto-superior to the one in the initial system \textit{ini}. We say that a Braess paradox happens when \textit{ini} is strictly Pareto-superior to point \textit{aug}.

Obviously, every achievable state in the initial system is also achievable in the augmented system. Hence if \(a\) is an achievable point in the initial system and if \(b\) is a Pareto optimal point in the augmented one, then \(a\) cannot be strictly Pareto superior to \(b\). Hence Braess paradoxes are consequences of the Pareto inefficiencies of the Nash equilibria.

### 4.4.1 Property

We show that, even though the Nash equilibria may not be Pareto optimal, in the considered scenario, Braess paradoxes cannot occur.

**Theorem 6.** In the non-cooperative multi-port scheduling problem, Braess like paradoxes cannot occur.

To prove this proposition, we need to use two lemmas and the following definition.

**Definition 6 (Equivalent subsystem).** Consider a system \(S = (K, b, w, N, B, W)\). We define the new subsystem \(\bar{S} = (K, b, w, N, \bar{B}, \bar{W})\) by: For each worker \(n\),

\[
\bar{W}_n = \begin{cases} \sum_k \frac{B_n}{Kc_k} & \text{if } W_n = \emptyset, \\ W_n & \text{otherwise.} \end{cases}
\quad \text{and} \quad
\bar{B}_n = \begin{cases} \sum_k \frac{W_n c_k}{K} & \text{if } B_n = \emptyset, \\ B_n & \text{otherwise.} \end{cases}
\]

We shall now precise why \(\bar{S}\) is said to be an equivalent subsystem of \(S\).

**Lemma 2 (Equivalent subsystem).** Consider a system \(S = (K, b, w, N, B, W)\) and its Nash equilibrium \(a^{(nc)}\).

i) The system \(\bar{S}\) is a subsystem of \(S\), i.e. for all worker \(n\): \(\bar{B}_n \leq B_n\) and \(\bar{W}_n \leq W_n\).

ii) The Nash equilibrium \(\bar{a}^{(nc)}\) of the subsystem \(\bar{S}\) verifies:

\[
\forall n, \forall k, a^{(nc)}_{n,k} = \bar{a}^{(nc)}_{n,k}
\]

iii) The Nash equilibrium \(\bar{a}^{(nc)}\) of the subsystem \(\bar{S}\) is Pareto-optimal.

**Proof.** Let \(n \in [1; N]\).

i) If \(W_n = \emptyset\), then using theorem 2, we know that \(\sum_k \frac{c_n}{c_k} \leq K\), hence \(\bar{W}_n = \sum_k \frac{B_n}{Kc_k} \leq W_n\). If \(W_n \neq \emptyset\), then \(\bar{W}_n = W_n\), hence the result.

Similarly, if \(B_n = \emptyset\), then using theorem 2, we know that \(\sum_k \frac{c_k}{c_n} \leq K\), hence \(\bar{B}_n = \sum_k \frac{W_n c_k}{K} \leq B_n\). If \(B_n \neq \emptyset\), then \(\bar{B}_n = B_n\), hence the result.

ii) If \(W_n = \emptyset\), then using theorem 1, we know that \(a^{(nc)}_{n,k} = \frac{B_n}{Kb_k}\). As \(W_n = \emptyset\), we have \(\bar{B}_n = B_n\).

Therefore \(\sum_k \frac{c_k}{Kc_k} = 1\), hence \(\bar{W}_n = \emptyset\) and \(\bar{a}^{(nc)}_{n,k} = \frac{\bar{B}_n}{Kb_k} = \frac{B_n}{Kb_k} = a^{(nc)}_{n,k}\).
If \( B_n = \emptyset \), then using theorem 1, we know that \( \alpha_{n,k}^{\text{(nc)}} = \frac{w_n}{w_{kw}} \). As \( B_n = \emptyset \), we have \( \bar{W}_n = W_n \).

Therefore \( \sum_k \frac{c_k}{Kc_n} = 1 \), hence \( \bar{B}_n = \emptyset \) and \( \bar{\alpha}_{n,k}^{\text{(nc)}} = \frac{w_n}{w_{kw}} = \alpha_{n,k}^{\text{(nc)}} \).

Last, if neither \( B_n = \emptyset \) nor \( \mathcal{W}_n = \emptyset \), then \( (B_n, W_n) = (\bar{B}_n, \bar{W}_n) \), and \( \bar{\alpha}_{n,k}^{\text{(nc)}} = \alpha_{n,k}^{\text{(nc)}} \).

iii) Finally, note that \( \forall n, \bar{W}_n \neq \emptyset \) and \( \bar{B}_n \neq \emptyset \). Hence, from Prop. 4 the Nash equilibrium \( \bar{\alpha}^{\text{(nc)}} \) is Pareto optimal.

**Lemma 3.** Consider two systems \( S = (K, b, w, N, B, W) \) and \( S' = (K, b, w, N, B', W') \) and their respective equivalent subsystems \( \bar{S} = (K, b, w, N, \bar{B}, \bar{W}) \) and \( \bar{S}' = (K, b, w, N, \bar{B}', \bar{W}') \). Suppose that \( \forall n, B'_n \geq B_n \) and \( W'_n \geq W_n \), then \( \forall n, B'_n \geq \bar{B}_n \) and \( W'_n \geq \bar{W}_n \).

**Proof.** Let \( \alpha^{\text{(nc)}} \) and \( \alpha^{\text{(nc)'}} \) be the Nash equilibrium of \( S \) and \( S' \).

If \( \alpha^{\text{(nc)'}} \) is Pareto optimal then \( \bar{B}'_n = B'_n \) and \( \bar{W}'_n = W'_n \). Hence, \( \forall n, B_n \leq B'_n = \bar{B}'_n \). Similarly, \( \forall n, \bar{W}_n \leq \bar{W}'_n \) hence the result.

Suppose that \( \alpha^{\text{(nc)'}} \) is not Pareto optimal. Let \( n \in [1, N] \).

- If \( \mathcal{W}_s \neq \emptyset \) and \( B_s \neq \emptyset \) then \( BB'_s = B'_s \) and \( WW'_s = W'_s \). Hence \( BB_s \leq B'_s = BB'_s \), similarly \( WW_s \leq WW'_s \).

- If \( B_s = \emptyset \) then \( WW'_s = \sum_k c_k B'_s / K \). But, as \( B_s \leq B'_s \), then \( \sum_k c_k B_s / K \leq WW'_s \). As \( \frac{WW_s}{BB_s} = \frac{\sum_k c_k}{K} \) (from the construction of \( (N, BB, WW) \)), then \( WW_s \leq WW'_s \) and \( BB_s \leq B_s = B'_s \).

- Similarly, if \( B_n = \emptyset \), then \( BB'_s = \frac{W'_s}{BB'_s} \). As \( W \leq W' \) then \( BB_s \leq BB'_s \) while \( WW_s \leq W_s \leq W'_s = WW'_s \).

We can then finally prove Theorem 6:

**Proof.** Consider a user-system \( S = (K, b, w) \), and two physical-systems: the initial system \( (N, B, W) \) and its Nash equilibrium \( \alpha^{\text{(nc)}} \) and a second system obtained by adding some quantity of resource to the first one \( (N', B', W') \), and its Nash equilibrium \( \alpha^{\text{(nc)'}} \). We want to show that \( \alpha^{\text{(nc)}} \) cannot be Pareto superior to \( \alpha^{\text{(nc)'}} \).

Suppose that the second system is obtained by adding some machines to the system (i.e. \( N' > N \)). Then, as the non cooperative game at each machine is independent, the equilibrium on the \( N \) original machines will not be affected by the new machines. On the other hand, as in the new machine the allocation of throughput of each application will be strictly positive, then necessary \( \alpha^{\text{(nc)'}} \) is strictly Pareto superior to \( \alpha^{\text{(nc)}} \).

Suppose now that the second system consists of \( N \) machines with respective bandwidth and computational capacities \( B' \) and \( W' \). By definition of the augmented system we have \( \forall n \in [1, N], B'_n \geq B_n \) and \( W'_n \geq W_n \).

Consider the equivalent subsystems of the initial and the augmented systems \( (N, \bar{B}, \bar{W}) \) and \( (N, \bar{B}', \bar{W}') \) (defined as in Lemma 2). Then, from Lemma 3, we have \( \forall n, \bar{B}_n \leq \bar{B}'_n \) and \( \bar{W}_n \leq \bar{W}'_n \).

As the Nash equilibria \( \alpha^{\text{(nc)}} \) and \( \alpha^{\text{(nc)'}} \) are both Pareto optimal in these systems, then \( \alpha^{\text{(nc)}} \) cannot be Pareto superior to \( \alpha^{\text{(nc)'}} \).
5 Performance measures

In this section we show that unexpected behavior of some typical performance can occur even for Pareto optimal situations. To ensure optimality of the Nash equilibrium, we consider applications running on a single processor (Prop. 3).

We recall that the Pareto optimality is a global performance measure. Yet, it is possible that, while the resources of the system increase (either by the adding of capacity to a link or of computational capabilities to a processor), the performance measure of a given application decreases.

The aim of this section is to illustrate this phenomenon on some typical performance measures.

More precisely, we show through examples the non-monotonicity of the maximal throughput (Subsection 5.2), of the minimal throughput (Subsection 5.3) and of the average throughput (Subsection 5.4). We finally end this section with an example where all these performance measures decrease simultaneously with the increase of the resources.

We can note that all of these performance measures are consequences of the non-monotonicity of the throughput of a given application \( (\alpha_{k}^{(nc)}) \), which we hence analytically study (Subsection 5.1).

In the following, we suppose that only one of the resource of the system increases. By symmetry, we suppose that the computational capacity \( (W_{n}) \) is constant, while the link capacity \( B_{n} \) increases.

5.1 Variation of the throughput of a given application

Even on a single processor, the throughput of the application is not an increasing function. Even worse, the degradation can be arbitrarily large.

When considering the equations at the Nash equilibrium (1), we can distinguish 3 cases:

- 2 "saturated" situations that are:

  \( sat_{W_{n}} \) If \( W_{n} = \emptyset \) (i.e. \( B_{n} \leq W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} \)), then \( \alpha_{n,k}^{(nc)} = \frac{B_{n}}{K_{c_{k}}} \), i.e. the throughput of each application is proportional to \( B_{n} \). We will note \( sat_{W_{n}} = \{ 0, W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} \} \).

  \( sat_{B_{n}} \) If \( B_{n} = \emptyset \) (i.e. \( \sum_{k} \frac{c_{i}W_{n}}{K_{c_{k}}} \leq B_{n} \)), then \( \alpha_{n,k}^{(nc)} = \frac{W_{n}}{K_{c_{k}}} \), i.e. the throughput of each application is constant with respect with \( B_{n} \). We will note \( sat_{B_{n}} = [ \sum_{k} \frac{c_{i}W_{n}}{K_{c_{k}}}, +\infty ] \).

- 1 “continuous” situation when \( W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} < B_{n} < \sum_{k} \frac{c_{i}W_{n}}{K_{c_{k}}} \).

Obviously, in the "saturated" situations, the throughput \( \alpha_{n,k}^{(nc)} \) are increasing or constant and the order between the applications is preserved (i.e. if for \( B_{n} \in sat_{W_{n}} \) (resp. \( sat_{B_{n}} \)), \( \alpha_{n,k_{1}}^{(nc)} \leq \alpha_{n,k_{2}}^{(nc)} \) then for all \( B'_{n} \in sat_{W_{n}} \) (resp. \( sat_{B_{n}} \)) we have \( \alpha_{n,k_{1}}^{(nc)} \leq \alpha_{n,k_{2}}^{(nc)} \).

To simplify the analysis, we consider the degradation obtained when \( B_{n} = W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} \) compared to the situation where \( B_{n} = W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} \). It is hence a lower bound on the actual maximum achievable degradation.

Consider now a system of \( K \) applications. Suppose that \( W_{n} \) is given. For \( B_{n} = W_{n} / \sum_{k} \frac{1}{K_{c_{k}}} \), then, for all \( k \), \( \alpha_{n,k}^{(nc)} = \frac{B_{n}}{K_{b_{k}}} = \frac{W_{n}}{\sum_{p} \frac{b_{k}}{c_{p}}} \). When \( B_{n} \) is larger than \( \sum_{k} \frac{c_{i}W_{n}}{K_{c_{k}}} \), then \( \alpha_{n,k}^{(nc)} = \frac{W_{n}}{K_{c_{k}}} \). Hence:

\[
\frac{\alpha_{n,k}^{(nc)} \text{ before}}{\alpha_{n,k}^{(nc)} \text{ after}} = \frac{K}{\sum_{p} c_{k}/c_{p}}
\]
Suppose now that $\forall p \neq k, c_p = K$ and $c_k = 1$. Then $\alpha_k \sim K/2$. Hence, when the number of applications grows to infinity, the degradation of the application having the smaller $c_k$ also grows to infinity.

**Remark 2.** The applications with the smaller coefficient $c_k$ is the most penalized by an increase of the communication resource.

### 5.2 Maximal performance

We show in this section that even in a single processor system, the maximal throughput can strictly decrease with the adding of resource, and illustrate it with a numerical example (Fig. 5).

![Figure 5: The maximal throughput can decrease while the resource (the bandwidth) increases.](image)

**Theorem 7.** In a system with $K$ applications and a single processor, for a given $W_n$,

- if $B_n \leq \frac{W_n \sum c_k}{K}$ the application $k$ having the higher throughput $\alpha_{n,k}^{\text{nc}}$ is the one having the smaller value of $b_k$.

- if $B \geq \sum_k \frac{c_k W_n}{K}$ the application $k$ having the higher throughput $\alpha_{n,k}^{\text{nc}}$ is the one whose $w_k$ is the smallest.

Additionally, for given values of $c_k$, the degradation of the higher throughput when $B_n$ increases can be unbounded. More precisely, a lower bound of the maximal degradation is proportional to $\frac{K}{\min_k w_k}$. Hence, for appropriate choices of $\min_k b_k$ and $\min_k w_k$ (for all $c_k$ fixed), the degradation can be chosen arbitrarily large.

**Proof.** Let us consider a system with $K$ applications, with given values of $c_k$ and a given value of $W_n$. Then,

- when $B_n = \frac{W_n}{\sum_k \frac{1}{c_k}}$ then $W_n = \emptyset$ and $\max_k \alpha_{n,k}^{\text{nc}} = \frac{B_n}{K \min_k b_k} = \frac{W_n}{(\min_k b_k) \sum_k \frac{1}{c_k}}$

- and when $B_n = \frac{c_k W_n}{K}$ we have $B_n = \emptyset$ and $\max_k \alpha_{n,k}^{\text{nc}} = \frac{W_n}{K \min_k w_k}$.
Hence, the application having the higher throughput can be different in \( satB_n \) and \( satW_n \) (as illustrated in Fig. 5) and the maximum degradation when \( B \) grows from \( satB_n \) to \( satW_n \) is hence

\[
K \cdot \min_k w_k - \frac{1}{\sum 1/c_k \min_k b_k}.
\]

Consider for example the example depicted in Fig. 5. As \( \max_k w_k = w_1 \) and \( \min_k b_k = b_4 \), then the application having the higher throughput is application 1 in \( satB_n \) and application 4 in \( satW_n \), and a lower bound of the degradation is 90/79.

5.3 Minimal performance

We show here a similar result as what we obtained in Section 5.2 for the minimal throughput. That is, even in a single processor system, the minimal performance can decrease with an increase of the resource. We illustrate this property with a numerical example (Fig. 6).

![Figure 6: The minimal throughput can decrease with the resource (here the bandwidth)](image)

**Theorem 8.** In a system with \( K \) applications and a single processor, for a given \( W_n \),

- if \( B_n \leq W_n / \sum_k \frac{1}{Kc_k} \), the application \( k \) having the smaller throughput \( \alpha_{n,k}^{(nc)} \) is the one having the largest value of \( w_k \).

- if \( B_n \geq \sum_k \frac{w_n}{K} \), the application \( k \) having the lower throughput \( \alpha_{n,k}^{(nc)} \) is the one whose \( b_k \) is the largest.

Additionally, for given values of \( c_k \), the degradation of the smaller throughput when \( B \) increases can be unbounded. More precisely, a lower bound of the maximal degradation is proportional to

\[
K \cdot \frac{1}{\sum 1/c_k \max_k b_k} \cdot \max_k w_k.
\]

Hence, for appropriate choices of \( \max_k b_k \) and \( \max_k w_k \) (for all \( c_k \) fixed), the degradation can be chosen arbitrarily large.

**Proof.** Let us consider a system with \( K \) applications, with given values of \( c_k \) and a given value of \( W_n \). Then,
When $B_n = W_n / \sum_k \frac{1}{k c_k}$ then $\mathcal{W}_n = \emptyset$ and $\min_k \alpha_{n,k}^{(nc)} = \frac{B_n}{K \max_k b_k} = \frac{W_n}{\max_k b_k \cdot \sum_k 1/c_k}$

- and when $B_n = \sum_k \frac{c_k W_n}{K}$ we have $B_n = \emptyset$ and $\min_k \alpha_{n,k}^{(nc)} = \frac{W_n}{K \max_k w_k}$.

Hence, the application having the smaller throughput can be different in $\text{satB}_n$ and $\text{satW}_n$ (as illustrated in Fig. 6) and the maximum degradation when $B_n$ grows from $\text{satB}_n$ to $\text{satW}_n$ is hence $K \max_k w_k \sum_k 1/c_k \max_k b_k$.

Consider for example the example depicted in Fig. 6. As $\argmax \{w_k\} = \argmax \{b_k\} = 3$, then the application having the lower throughput is application 3 in both $\text{satB}_n$ and $\text{satW}_n$, and a lower bound of the degradation is $56/47$.

### 5.4 Average performance

In this section we focus on the monotonicity of the average throughput, and illustrate our result with a numerical example (Fig. 7).

**Theorem 9.** Consider, as a performance measure, the average of the applications throughputs. Then, the degradation of these performance measure when $B$ increase can be arbitrarily large.

**Proof.** Consider a system with $K$ applications, with given values of $c_k$ and a given value of $W_n$. Then, when $B_n = W_n / \sum_k \frac{1}{k c_k}$ then $\mathcal{W}_n = \emptyset$ and $\sum_k \alpha_{n,k}^{(nc)} = \frac{W_n}{\sum_i 1/c_i} \sum_k \frac{1}{b_i}$ and when $B_n = \sum_k \frac{c_k W_n}{K}$ we have $B_n = \emptyset$ and $\sum_k \alpha_{n,k}^{(nc)} = \frac{W_n}{K} \sum_k \frac{1}{w_k}$. Hence, the performance degradation becomes $\frac{p_{\text{bef}}}{p_{\text{aft}}} = K \sum_k \frac{1}{b_k}$. Suppose further that the applications are such that $b_1 = w_1 = 1$ and $\forall k \neq 1, b_k = P^2, w_k = P$. Then, the lower bound becomes: $\frac{p_{\text{bef}}}{p_{\text{aft}}} = K \frac{1 + \frac{K-1}{P}}{(1 + \frac{K-1}{P})^2 P \to \infty} K \succ 1.24$.

Consider the example depicted in Fig. 7. A lower bound of the degradation is $17409/14018 \simeq 1.24$.

![Figure 7: The average throughput can decrease with the resource (here the bandwidth)](image_url)
5.5 All measures considered simultaneously

We end this section with an example in which all the performance measures we considered are simultaneously degraded when the bandwidth $B_n$ of the link connecting the master to the slave is increased.

Consider the example represented in Fig. 8. In this example, when the bandwidth $B$ is 9.5 the three measures (namely the higher throughput, the lower throughput and the average throughput) have lower values than when the bandwidth $B$ is only equal to 7.9.

![Figure 8: The three performance measures can simultaneously decrease with the resource](image)

$\hat{b} = \{7, 5, 8, 1\}$,

$w = \{4, 5, 12, 2\}$,

$K = 4$,

$W_n = 10$.

6 Conclusion

We have presented a simple yet realistic situation where the system-level fairness fails to achieve a relevant application-level fairness. Even though the system achieves a perfect sharing of resources between applications, the non-cooperative usage of the system leads to important application performance degradation and resource wasting. We have proved the existence and uniqueness of the Nash equilibrium in our framework and extensively studied its property. Surprisingly, the equilibrium is Pareto-optimal on each worker independently. However, it may not be globally Pareto-optimal. We have proved that no Braess-like paradoxical situations could occur, which is, to the best of our knowledge, the first situation where Pareto-inefficient non-cooperative equilibrium cannot lead to Braess-like paradox. However, even if such situations cannot occur, the performances of the equilibrium are relatively poor and can be arbitrarily bad for any classical performance measure.

The key hypothesis for deriving a closed-form description of the equilibria is the multi-port hypothesis. Under this hypothesis, some time information could be lost when using equivalent representations, which resulted in simpler equations than if a 1-port model had been used. Preliminary simulations with this model show that Braess-like paradoxes may occur. The understanding of such situation is crucial to large-scale system planing and development as there is no way to predict their apparition so far. Analytical characterizations of such a framework could provide significant insights on the key ingredients necessary to the occurrence of Braess-like paradoxes.

Last, we can see from this study that cooperation between applications is essential even for simple applications constituted of a huge number of independent identical tasks. As far as the framework of this article is concerned, some steps in this direction have been given in [BLCJF+06] where some distributed algorithms are proposed and compared to an optimal but centralized one.
However in this work, there is a single scheduler whose duty is to achieve the best throughput for all applications while ensuring a max-min fairness criteria. In a fully-decentralized setting, some form of cooperation (e.g. similar to the one proposed by [YRRMCR00] for elastic traffic in broadband networks) between different schedulers should be designed.
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