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Abstract

In this thesis we address the problem of fast and fair transmission of flows in a router,
which is a fundamental issue in networks like the Internet. We develop and test a new
policy that can be implemented in Internet routers in order to efficiently manage the
packets arriving to their buffers in order to prevent congestion of the network when
users want to send too much data. We have formulated a single Transmission Control
Protocol (TCP) flow as a Markov decision process and analyzed both theoretically and
numerically the existence of optimal control policies of special structure. In particular,
we can conclude that for a variety of parameters, TCP flows can be optimally controlled
in routers by so-called index policies, but not always by threshold policies. We have also
implemented index policies in Network Simulator-3 and tested in a simple topology

their applicability in real networks.
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Chapter 1
Introduction

The TCP protocol (Transmission Control Protocol) is one of the protocols of TCP/IP
internet suite that is complemented by the Internet Protocol (IP). TCP is responsible of
sending reliable and ordered data from a one computer to another computer.

In 1988, Van Jacobson Jacobson (1988) described an internetworking protocol for
sharing packets that controls TCP using additive increasing and multiplicative decreas-
ing of the sending rate. This paper has become the basis of all the algorithms for net-
work congestion avoidance.

The information that a user wants to send is divided in packets. IP protocol is re-
sponsible of exchanging this packets using the information of the header. The header
describes all the information that IP needs to be sent to the packet’s destination correctly.

The number of packets injected in to the network is controlled by TCP. TCP is used
in many internet applications such as the World Wide Web (WWW), E-mail, File Trans-
fer Protocol, Secure Shell, peer-to-peer file sharing, and some streaming media applica-
tions.

The packets travel through a network composed of routers. Due to stochastic nature
of user requests, packets tend to accumulate at routers. This creates long waiting times,
but also losses of packets because of buffer overflows.

It is therefore important to study how routers should behave in order to maximize
the number of successfully delivered packets and to eventually prevent the collapse of

the Internet due to congestion.

1.1 Project Aim
We can summarize the main goal of this work as the following:

(i) Our objective is deciding the best action to avoid future congestion of the network,
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taking into account a-fairness criterion. To do that, we describe a new control
technique for TCP protocol based on “index” policies. The index measures the
efficiency of transmitting or not transmitting the flow / packet in an internet router.
The method we are presenting in this work tries to solve the problem of the fast

and fair applications in TCP applications.

(i) Understand how the decrease factor of TCP impacts the solution. Therefore, we
are analyzing if the problem for different instances can be solved under index
policies (i. e. the problem is indexable).

1.2 Main Contributions

The contributions of this work are the following:

e We model TCP protocol as a Markov Decision Process for additive increasing and
multiplicative decreasing instances. The router will take decision of transmitting

or not transmitting the flow, according to the information provided by the user.

e We investigate the differences in the solution changing all the parameters of the
model. So, we are looking for the a-fairness according to the different parameters
of each user Altman et al. (2008). This is done both analytically and numerically
by the means of a newly desinged algortihm.

e We validate the theoretical findings through extensive simulations. Me have cho-
sen ns-3 to study the efficiency of this modeling.

1.3 Structure of Thesis

The rest of the thesis is structured as follows:

In Chapter 2 we explain the TCP control problem we are considering. In this section,
we also formulated the additive increasing and multiplicative decreasing TCP model as
a Markov Decision Process.

In Chapter 3 we explain the main results of this thesis. First of all, we introduce the
Indexing Algorithm that return us information about indexability of the problem we are
studying. After that, we present some analytical results of different multiplicative in-
stances of TCP. Finally, we show the results obtained numerically for more complicated
MDPs.

We have implemented the model in ns-3 simulator and the obtained results are de-
tailed in Chapter 4.
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The conclusions and future work are summarized in Chapter 5. We also explain in
this section several open problems.



CHAPTER 1. INTRODUCTION



Chapter 2

Problem Description

In this section we will describe the context of a method which tries to avoid packet/flow
congestion on a router Jacko and Sanso (2010). In this method the router has to take a
decision, such as transmitting or not transmitting the flow, taking into account only its
own congestion information. We will formulate the problem as a Markov Decision Pro-
cess and, therefore, we will optimize the congestion control of the flows in the network.

We will apply the method to Internet flows behaving according to the Transmission
Control Protocol (TCP). TCP is the component of TCP/IP internet suite which ensures
that the data a computer wants to send to another computer delivers correctly. Fur-
thermore, the TCP protocol is the protocol that is used by most of Internet applications,
such as the World Wide Web, email, remote administration and file transfer.

The flow generates certain reward for its receiver, if it is delivered, for which it needs
to be transmitted by the router to achieve it. This reward will be defined by the general-
ized a-fairness in this thesis Avrachenkov et al. (2004). The main problem is that these
flows are changing their input rate, so several flows together can exceed the buffer space
of the router. Avrachenkov et al. (2001) That is why the router has to take the decision

of transmitting or not transmitting the flow, in order to avoid future congestion.

2.1 Model Description

In Figure 2.1, we can observe the behaviour of our model. The user (sending host)
sends in a given time slot a fraction of the flow that is represented by WW*"? packets
and the router must take a decision of transmitting or not transmitting these packets.
Therefore, the flow that the router sends depends on the decision a(¢) and is represented
by Wa(t) < Wse"d.

The reward received from the server is also represented in the figure as the acknowl-

edgement and, as it depends only on the flow received from the router, we will represent
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Sending Host Sovhet O Receiving Host

1‘ acknowledgement € |

Figure 2.1: TCP sending packet example

it as R®).
The reward obtained in each time slot depends on the o we will use and the number

of sending packets in that time slot is defined in the following way:

Definition 2.1. The reward vector from a received number of packets W; depends on
the a-fairness criterion and that is why we define it as follows:
R:%,ifa#l,azo

R=In(1+W),ifa=1

where W; is the number of packets sent in one slot.

Now, we are going to explain how different increasing and decreasing TCP models
are going to be represented in our model. In all instances, the W and R vectors will
be constant and we will study the different instances of decreasing and increasing TCP
model.

There are different increasing and decreasing models depending on the data sent
in the previous time slot arrives correctly or not. In this work we will analyze differ-
ent increase and decrease TCP models and their behavior by the Indexing Algorithm
presented in Chapter 3.

Additive increase model sends one packet more if the data have arrived correctly to
the destination. However, multiplying increase sends a number of packets multiplied
by an increase factor in case that the data reaches with no error to the destination. In
our TCP model, we consider the additive increase.

On the other hand, there are many decreasing models depending on the number
of packets sent if the decided action is not transmitting the flow. In fact, we define
restarting decrease as the model that consists on sending only one packet if action of not

transmitting packet is applied. As we know from Jacko and Sanso (2010) the restarting



2.2. FORMULATION OF MARKOV DECISION PROCESS MODEL 7

decrease and additive increase model is indexable and can be optimally solved under
threshold policy, so this case is considered just for completeness.

The most common decreasing models are based on a multiplicative decrease factor
that we will call v € [0, 1). If v = 0.5, the decrease consists on sending half of the packets
than in previous time slot and if v = 0 the window is restarted to one.

We apply rounding to the decreasing factor to be used. We are always considering
the floor of currentstate and vy, except when the result is less than one. So if one packet
was blocked, we again send one packet in order not to interrupt the connection.

The following formula shows how the decreasing behaves in our model:

nextstate = max{ floor(~y * currentstate),1}

In our study, we will consider different decrease factor such as 0.5 or 0.3 and, also,
we will observe what happens in case that the decrease is based on transmitting one
packet less that the previous time slot (birth-death instance).

2.2 Formulation of Markov Decision Process Model

In this section, we start explaining some notation there is going to be used in TCP for-
mulating as a MDP.

We present a binary-action Markov Decision Process (MDP) Puterman (1994) model
for the router-based control of a single flow. The action space is .A={0,1}, depending
if the action is transmitting or not transmitting packets and therefore the router must
decide which action is the best with respect to given a-fairness criterion.

The state X (t) = n represents that the number of packets sent in time slot ¢ is n.
That means that in state i the router transmits i packets if the action is 1 and if in state
i the action is 0, it is not transmitting packets. Consequently, we can claim that the
weent — wit = (1,2,...,N), because action 1 consist on transmitting. However, since
action 0 deals with not transmitting, we define W = (0,0, ..., 0).

We need to define the following parameters of the model before formulating it:
e The state space N'={1,2,.., N} as the set of states of the congestion window.

e The number of packets sent at state n, W3¢,

e The transition probability matrix if the router applies action a is pflgf%h:: the prob-

ability to move from state n € A to m € N if decided action is a(t) under policy
7. We can observe P! and P examples in the analytical and numerical computing
section in Section 3.5.
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e The bandwidth used is W, and consists on the number of packets transmitted in
state n if the router applies action a.

e The reward Ry, is the expected reward obtained of W)}, according to the general-
ized a-fairness criterion.

Let v be the Lagrangian multiplier that represents the per-packet transmission cost
considered as a parameter of the router and let II be the set of all history-dependent
randomized policies for the flow. We must solve the following problem to find the best

policy:

maxE} Y~ (8'(RY () — VW), (2.1)
t=0

where E7 is the expectation conditioned on the initial state X (0) = n and on applying
the policy 7.

We define the discount factor 3 as the parameter that measures how much we care
about future. It belongs to (0, 1) and therefore, if t— oo, then 3* — 0.

On the other hand, the parameter 3 we have just defined is commmonly used in
other sense. We know that 1 — 3 can also be interpreted as the probability of finishing
the flow. The appearance of 3 in our model causes that we can say we are creating a
discounted model.

Using expectation properties in the above formula we are able to define the maxi-
mum policy depending only on the expected number of packets W7 and on the expected

reward R”:
ma (3 BBy —Wiip) = maxER(Y ARYG) —vER(Y AWiy)) =
t=0 t=0 =0
= maxR} —vW, (2.2)

mell

By Markov Decision Process theory, we know that there is an optimal policy such
that 7 is stationary Puterman (1994). So, that let us consider that the policy 7 only
depends on the current state.

Since the policy we are looking for only depends on the current state, the router can
decide which action to apply depending only on the state. Therefore, beeing S C N, we
define the policy S as the policy consisting on applying action zero (not transmitting)
only in states in S, and applying action one (transmitting) in states that do not belong
to S. That means that in S there are the states in which we transmit. That implies that

we can write the previous formula in the following way:
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max RS — v WS (2.3)
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Chapter 3

Main Results

We are interested on solving problem (2.3), but we need to calculate R}, and W] to

compute the Index Algorithm that is going to be presented later.

3.1 How to Calculate RT and W7?

In this section we are going to explain the manner of computing the R7 and the W7
values. We will describe it in the general case of any policy 7 € II and any initial state
nenN.

Let a(t) be the action in time slot ¢t and pn(n)ﬁ the probability to move from state n to
state m if it is decided action a(t) under policy .

We will start analyzing R7;. We consider that in state X (¢) under policy 7 the reward

a(t)
generated is R, X(1)°

RY = BN} A'RY() = ER(RIOT+ 03 5 RYG) =

t=0 t=1

— Ra )T + 3 Z an|7" ETF (Z Bt lRa(t))) ;}(?3‘)77 + ﬂ Z p%%hrR;rl
X()eN t=1 meN

In the last equality we are using the fact that in MDPs, only is taken into account the
state. So, now it is very easy calculating R7 for each m € N if we know the value of P™,
a matrix consisting on pZSfQL‘“ for all m,n € N, and R*® vector:

R™ = B Ra(t)|7r7
where B := (I — BP™)~!

The value of W} is computed in the same manner. Considering that in state X (¢)

11
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under policy a(t) the number of packets sent is W;((t t)), we have we following result:

T a(0)|7r a(0)|mywyrm
Wi =Wy +6 Z pe)mwr,
meN

So, what we have to compute to get the W7, is the following;:
W™ =B Wa(t)hr’

where B = (I — 3P™)~! and P~ is a matrix consisting on pa ™ for all m,n € N.

3.2 Indexing Algorithm

Definition 3.1. We say that the problem (2.3) is indexable, if there exist real numbers v,
n € N such that the following holds for every state n € N:

(i) if v, > v, then it is optimal to transmit in state n and

(ii) if v, < v, then it is optimal not to transmit in state n.

The function n — v, is called the index and v,,” s are called the index values.

The Indexing Algorithm returns the index that corresponds to each state if the prob-
lem is indexable. If the problem is not indexable, the problem (2.3) can not be solved by
index policies. Therefore, there is nothing to conclude about this instance.

The description of Indexing Algorithm is as follows:
(i) Compute the start point (RS, W) for S = (.

(ii) Calculate the points (R‘zu{n}, WEU{”}) for all n¢ S and the following two-point
slope: RV WY and (RS, WS).

(iii) Redefine S := SU{n*}, where n* is the state of \V such that the slope is the highest,

among n € S, and set

RS RS,

I/n* =

(iv) Gotostep2untilS =N ={1,2,..., N}.

We are interested in getting S(v) for every v, such that solves problem (2.3). The S
obtained in the algorithm is the set of states of the highest slope in order of appearance.
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Figure 3.1: Points with highest slope for six states TCP model

Moreover, if the problem is indexable, computed S is the S(v) wanted and the slope
computed connected to each state is the index that corresponds to that state.

In the algorithm described, we have obtained v, for all n € A and the problem that
we want to maximize has a fixed v. According to Definition 3.1 we conclude that it
is optimal not transmitting packets (a(t) = 0) if v > 1, and it is optimal transmitting
packets (a(t) = 1) if v < v,.

In Figure 3.1 there is the output of the algorithm in a five states TCP model example
that let us understand what the algorithm is realizing. We can observe that in each step
it is only plotted the state with highest computed so that can be observed the solution
of problem (2.3).

3.3 Checking Indexing Algorithm

According to Nifio Mora (2002) there are two definitions that we can take into account
to check whether our model is indexable or not: PLC- indexability and LP- indexability.
3.3.1 PCL-Checking

Definition 3.2. We say that problem (2.3) is PCL-indexable if it satisfies the following
conditions:

(i) Positive marginal work: w{ > 0 for i € N/, where we know that w® = Wfl’8> —
P<0S>
K3
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(i) Monotone nonincreasing index computation: the index values produced by In-
dexing Algorithm satisfy
vi > > > )

11 — T2 — — Tin

Let 2:(t) = i be the current state of the model in time slot ¢. The first condition means
that , as we said before, we consider a TCP model consisting in additive increase, so in

our case we define the terms appeared there as follows:
<LS> _ il S
W, = Wi + Wi

0,S S
Wf 7= VVz‘O + ﬁwx(t-i-l)

We observe that both defined terms depend on z(¢ + 1) that consists on the state in
the next time slot and we know that it will change if action 1 is decided or if action 0 is

decided, so we can rewrite the definition above classifying them in the following cases:

e Ifie S,
1,8
WbeZ =Wl + We, = W$

<0,8> 0 S _ ws
W; = Wi+ Wiy, = Wansne

where z(t+1) is the state of the model that it goes decided action is 0 (not sending
packets).
o Ifi ¢S,
LS
Wi =Wl + Wi,

0.5
W27 = WP+ Wy, = WP

where z(t + 1) is also the state of the model that it goes decided action is 0 (not
sending packets).

Notice that we consider z(¢ + 1); = i + 1, due to considering additive increase.

Theorem 3.1. Nifio Mora (2002) If the conditions of PCL-indexability are satisfied in our
model, the problem is indexable. However, if the conditions are not satisfied we can not say that
is not indexable.

We must continue with other checks in case the model is not under PCL-indexability

conditions.

3.3.2 LP-Checking

We define LP-indexability as follows:
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Definition 3.3. We say that problem (2.3) is LP-indexable if:
(i) w?, wN >0foric N
(ii) ForeachS C N, w? > 0fori e N
(iii) For every wage v € R there exists an optimal set S C V.

Lemma 3.1. We only compute w) > 0 condition in the first condition of LP-indexability

because w? > 0 always holds.
In fact, we use first condition of LP-indexability in the following way:

Theorem 3.2. If the model does not satisfy the first condition of LP-indexability, the problem is

not indexable.

The last condition that we are going to check is that the sequence S appeared in the
output of the algorithm is as follows: 0, {1}, {1,2},...{1,2,...,N}. That means that the
problem can be solved under a threshold policy and that is what we are interested in,
as we explained before, due to we consider the additive increase on the TCP model.

3.3.3 Checking Indexing Algorithm

We describe the Checking Indexing Algorithm, that consist on the general Indexing Algo-
rithm described before, but including all the checks we have just defined.

(i) Check that w?¥ > 0 fori € N holds (first condition of LP-indexability).
(ii) Compute the start point (RS, W) for S = 0.

(iii) Calculate the points (RS, W5UI™ for all n¢S and the following two-point
p g p

slope: RSV el and RS, WS).

(iv) Redefine S := S U {n*}, where n* is the state of ' — S such that the slope is the
highest.

(v) Check PCL-indexability for defined S.

(vi) Gotostep2until S =N ={1,2,..., N}.

We conclude that there are different cases that can occur during the computation of
the checked algorithm:

e LP-indexability is not true. That means the problem is not indexable.
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e First condition of LP-indexability holds and PCL-indexability not. In this instance,

we do not know if the problem is indexable or not.

e First condition of LP-indexability and PCL-indexability are true. The problem is
indexable.

— If the obtained S sequence grows one by one, the problem can be solved
under threshold policy.

— If the returned S of the algorithm does not grow one by one starting from
0@®, {1}, {1,2},..{1,2,...N}), the problem can not be solved under threshold

policy.

3.4 Numerical Implementation

The algorithm presented for TCP protocol modeling needs a lot of computational re-
sources such as matrix inverting and matrix and vector multiplying. Since the computer
only uses a fixed number of digits, computing must have some numerical errors that we
are going to discuss in this section.

The approximations of the calculation could suppose a problem we need to take into
account in our work. Moreover, the problem becomes worst if depending on the tangent
of the curve we are analyzing. If the tangent of the graph is high, small changes in x-
axis causes big changes in y-axis. However, if the tangent is very small, small changes
in y-axis causes big changes in x-axis.

As we can observe in Figure 3.1 the slopes are smaller when « is higher. So one
of the problems that we have just explained could happen in our model. To avoid the
effect of the approximation used in computer calculations, we define € parameter as the
value that let us conclude that numerical errors are not considered. This ¢ will be added
to computed slopes in our algorithm.

In our instances, we have been trying many small e parameters (from 1075 to 107!2)
and the change in the return of the algorithm is the same.

To ensure that the numerical errors in the algorithm could be not considerable we
implement the reversed algorithm that is based on the same idea that the Indexing Algo-
rithm, but initial value of S set is \ and instead of adding states to S, it eliminates the
best state found (we consider that the best state has the smallest slope). This new imple-
mentation of the algorithm also give us what we consider the same results comparing
with the indexing algorithm, because the error is less than 107°.

Besides, we have been trying the Indexing Algorithm developed under C' + + we
are going to use in ns-3 simulation different float point data such as double and long
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double and in this case the errors obtained are less than 10~5.
According to all the checks we have done connected to numerical instability we can

conclude that significant numerical error should not be ocurring in our model.

3.5 Results

In this part of the work, we are presenting the results obtained from the Indexing Algo-
rithm in the TCP model describe in Chapter 2.

3.5.1 Analytical computing of Index Values
Example 1: two states

In this example we detail all the computation related to two state instance for additive
increase and any decrease model in order to understand better what the algorithm is
doing.

We will assume that « and /3 are the parameters of our model. Therefore, the vectors

and matrix described above will be in this case as follows:

()

[}
S
o
I
R
o o
_—

3,
I

gl
I

°
N
=
I
7
[
o O
~___

The matrices that we define in this instance are changing depending on the increase
or decrease model we consider. As we are considering additive increase, the P! is fixed
in this case.

Although P? matrix depends on the decreasing model we are analyzing, this matrix

is unique for all decreasing model (any v € [0,1)) we assume because always goes to
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the first state if decided action is not transmitting packets, because the decreasing, at
least, must be one and we have only two states.

The problem we are considering it is a additive increase and multiplicative decrease
TCP model for all decrease factor v. Hence, we know from Jacko and Sanso (2010) that
the problem is indexable and it can be solved under threshold policy. We also can check
that indices are equal to what we got in previous work.

What we are going to check in this case is that the algorithm give us the same results
as Jacko and Sanso (2010).

In the first step, we calculate W and R for S = (). We know that W = W, R = R
and P = P°.

o= [0 (0] ()= ()
6] 6)-C)

In the second step, we compute again WS and R® for S = {1} and S = {2}. In case

RS = (I - pBP%)'R=

of § = {1}, we use the following;:

SRR

In case of S = {2}, we use the following vectors and matrix:

()

We calculate the slopes in both cases. The slopes are computed as follows:

RSV RS
YT WS — s
But, as it can be observed, we need to know R® and W¢ for S = {1} and S = {2} to

calculate it.

For {1} U {0},
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_ B oR)
slope = v = 0000 ;=

And for {2} U {0},

RV _R) 250 gy

WO g 2,0 2
In this point, we notice that we do not know the values of the slopes, but taking into

1—0_1 - 31—(1_1 .
o and ry = >5——. We will

calculate the value of o for which v; = v and in this manner we will conclude when

slope = vy =

account definition Definition 2.1, we can say that 7 = 2

v1 > g and vg > 1.

ry 2171 13lma_q
MEREN Ty T I Ty T2 1 a

We claim that the only root of the previous equation is & = 0, according to the

numerical check we have done. So, if & < 0, then 11 < 15 and if & > 0, then 1 > 9.

Lemma 3.2. In two states TCP model with additive increase, always happens that v1 > vs.
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Now, we define S := S U {n*} = 0 U {1} = {1} and we continue with the algorithm
analyzing the N = {1, 2} set:

1,2
wita) = (Wi 21) - K
W5~

S =
= O
N—
|
@
VR
o O
—_ =
N~

13U{2 1 r Br
Rg}u{}_Rg} 2 4 1

slope = vy = — 1-8 1-p2 _ ro — Bri + fro _ ro + /B(TQ — 7“1)

In this example, we will assume the problem is indexable if there are non-increasing
slopes. That is the same to say that the problem will be considered indexable if

vy > Vs.

We prove that the slopes are non-increasing in this two-state TCP additive increase
model.

_ ro— 1+ Bro B <
- 240 B 240 B 2408 -

ro 4+ Bri —20r1 + fro  ra+ fr1—2B(r — F)

ro+p0Br1 _2ri+pr1 240
< < = 1
2+ 0 2+ 0 2+ 0

=T =V.

In the first inequality we use the fact that in the first step we proved that r; > 7
and that implies that —23(r; — %) < 0. And we use the same condition to claim that

ro < 21 in the second inequality.
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Example 2: three states

In this example we detail all the computation conected to three state instance in order
to prove that theorically it is possible to solve the Indexing Algorithm in case we are not
in restarting case. Moreover, we will analyze numerically what is the behaviour of the
model and we will observe that the behaviour is equal in both cases.

The previous example deals with explaining the main computation of the Indexing
Algorithm and what should happen according to the theoretical point of view occurs.
The goal of this instance, however, is proving that in theory the additive increase and
non restarting TCP model of three states is always indexable and sometimes can be
solved under threshold policy and we are going to prove that the numerical results
satisfy the same conditions.

We also assume that « and 3 are parameters of our model. The vectors and matrix

we using in this instance are described as follows:

ole
OWOZ 0
0
1
ORI— 9
3
e RO=10
1 0
o P = 0 1
0 0 1
1
o PO= |1
0

Let’s explain the likeness of this vectors and matrices. As we defined before, wl

and W do not change in the model, so in this case the size of the vector is three and it
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is similar to the previous example. Besides, R and R° vectors also change according to
the a that will be used, so 71, 72 and r3 are parameters defined before in Definition 2.1.
So, R! is defined as before depending on ry, ro and r3 are parameters and RO vector
change depending on « too, but as W is zero, the reward vector is always zero.

The matrices that we define in this instance are 3 x 3 and they are also changing
depending on the increase or decrease TCP model. We contemplate additive increase,
therefore the P! matrix is similar to what we described in example 1, but itis 3 x 3 as
we defined before.

On the other hand, P° matrix depends on the decreasing model we are considering.
As we are in a three states TCP decreasing model and the decreasing must be at least

one, we have two possible P” matrices:

P’ =

1
P'=11
1

S O O
o O O
S =
- o O
oS O O

The first one of them is the restarting case and we are not analizying because we know

it is indexable from Jacko and Sanso (2010) and the index values are the following:

e =7

_ ro+B(ra—r1)

* 2= 9501

r3+B(rs—ra2)+62(r3—r1)
3+4(3-2)+42(3-1)

® V3 —

We must define the value of the decrease factor v for which non-restarting decrease
occur. As we described in Section 2.1 we consider the floor of multiplying the position
of the current state and the decrease factor. So, if the decrease factor is less than %, we
will be in restarting instance. That is the reason that the decrease factor used in our
three states TCP model is greater than this critical value of .

We start from S = () again and we compute in the same manner as in the first exam-
ple WO and R,

-1

100 100 0 0
Wil —ag-sP)"'w=1{[0 1 0|-8]1 00 ol=1o0
00 1 010 0 0
100 10 0\] " /o 0
RO =(1-pP)'R=1[|0 1 o|-8[1 0 0 ol=1o
00 1 010 0
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In the second step, we compute again W and R for S = {n} for all n € N and the

slopes obtained are as follows:

,_ RM-RY
oWl —wo

First, we calculate R¥™ and Wi™ for all n e AV.

For § = {1},
-1
wil) 100 010 1
Wit = [wid | =([o 1 0] -8]1 0 0 0| =
wil 00 1 010 0
1 & 1 1
-3 1-3 -2
— 8 1 0 8
132 1-32 1—32
82 B 0 B2
-3 1I-3 -2
-1
R 100 010 r
R = | R 010[-8|100 0=
R 00 1 010 0
1,1ﬂ2 17%2 1 111ﬂ2
— 8 1 0 Bri
-3 1-/ 1-32
B 0 B2,
-3 1-5° 1-32
puU{1} 0 L _
R —-R 1-32
slope = 11 L 1 _
(Z)U{l} — W@ 1,1ﬂ2 - 0

And for § = {2},

Wi
2 2
wiH
1-32
1=B-B7+7°
= 0
0

S N O

1 -8 0
3 1 0
0 -8 1

1

2(1-9)
=f— B2+ 5
26(1-9)
=5—F2+5
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RiZ 100 o0\l /o 1-8 0
R = | R 01 0f[-8l0o0 1 =] 0 1
R{% 00 1 0 0 -3
32
1—61—662%3 0 0 0
_ 0 13 B(1-5) ra(1-f)
13-+ 13-+ | | 2 1-3— 157
0 B(1-p) 13 0 raB(1-3
—3-F2+7 1-B-p+5° (R REERCE
2 ro(1-8)
8[0])6:1/ = Ré}_Rg = 1-6—32+/5° :T—2
2T W w208 2
2 R T R RN
And for § = {3},
5 —1
wis 100 100 0 1-8 0
w = | wi¥ ol -811 0 0 ol=| -5 1
wish 00 1 001/ \3 0 0
1
5 0 0\ (0 0
25 1 0 ol=1] o0
1 3
0 0 25/ \3 e
—1
RI3) 100 100 0 1-3 0
REY = R =]lo 1 0ol -5[1 0 0 o= -8 1
R{3 00 1 0 0 - 0 0
== 0 0 0 0
-3
25 1 0 o]l=1] o0
0 0 3/ \rs s
{3} 0 3 ()
R —R &
slope = v3 = ?3} 3@: 3 _%
3 Wy 15~

As the slopes depend on the values of 71, r and r3, we do not know a priori which

is the highest slope in this step. In Figure 3.2 we can solve the problem of finding the

highest slope. In the picture, v is represented by the black line, v is the red line and 3

the blue line, where r;, i = 1,2, 3 are the values described in Definition 2.1 for o # 1.

For oo = 1 instance, we know that r; = log (w; + 1) = logi + 1, for i = 1,2,3. So, it is



3.5. RESULTS 25

Figure 3.2: vy, v, and v3 slopes in step one versus «

very easy to verify that happens the same as the o # 1 case because r; = log2 > % =

log3 15 — 1984 That is why we can claim the following lemma.

Lemma 3.3. In three states TCP model with additive increase and non-restarting decrease, v
is always greater than the other slopes in the first step.

Now, we define S := S U {n*}, where n* is the state of the greater slope in the first
step. So, we continue with the algorithm with S = {1} calculating v» and v3. As we said
before, it is necessary to know the value of ]R,{ll’n} and W;{ll’n} forn = 2,3 to do it.

Forn=2:
1 -1
wit2) 100 010 1 1 -8 0 1
pyltiufz) — W§L2} =({lo 1 0|-8]0 01 2=10 1 -p 2
wits 00 1 010 0 0 -8 1 0
3@ 25
1 1_52 1_62 ]- 1 + 1_62
I P 8 | 2
1-82 1-/32 1-32
Jé] 1 28
0 =7 =& 0 1-p2
RN T/1 0 0 01 0\] -
1 1 1 —ﬁ 0 ™
r{U{2} — R§172} =1lo 1 ofl-8]0 0 1 ro | =0 1 —p T2
RV \o o 010 0 0 -8 1 0
2
1 kﬁﬂ? fﬁ? ™ L+ 1T2g2
= 1_152 1_552 | = 11%2
B 1 0 raf3
1-52 1-32 1-62
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slope = vy = Rgl}um} _ Rél} _ 25 + 1€r52 - Bry + Bro
Wél}um} _ ng} % + 25 2+ 0
Forn =3:
_ . B
Wim} 1 00 1 0 1 1 50 1
WiWe) = |yt 01 0f-pf001 of=(1-p 1 0O 0
wit* ) [\o o 1 00 1 3 0 0 1-8 3
1 3 1
1-32 1-32 0 1 1-32
= B 1 o 1
== =g 0 0] ==
1 3
0 0 ) \3 .
Ril’?’} 100 010 1 1 -8 0 -
pllhu{s} _ R;m} o1 0]l-slo 01 o =15 1 . .
R§1,3} 0 0 1 0 01 T3 0 0 1-73 -
1—1ﬁ2 1—552 0 1 e
— 8 1 . Jé]
=|lte T O 0l=|[2%
0 0 ﬁ T3 liﬁ
2
R{l}u{3} —R{l} 13 N @ a2
slope = vg = —3 3 —FZ 1 _r3—fn

WU D T BB 31— )

In this point, we are explaining that the higher slope is changing depending on the
value of a. We define parameter alpha;; as the value of a for which v;=v;. In this
moment we are interested on a2 3.

We know that if @« = 0 and if & = 1 the slopes are equal for all 5§ € (0,1). As we
are only considering positive values of o, we will analyze the behaviour of v» — 3 for
a € 0,00).

Numerically checking we conclude that if « is smaller than 1, the highest slope is v
forall 5 € (0,1), butif o > 1, then slope v is less than 3. We can observe in Figure 3.4
the following clasif.

(i) If « < 1, the highest slope is 5. We continue with the Indexing Algorithm defining
S := {1, 2} and calculating v3 and R§1,2,3} and Wi{gl’z’?’}.

(ii) If @ > 1, the highest slope is 3 and the algorithm continues defining S := {1, 3}
and calculating v» and Rél’Z’?’} and Wél’Z’?’}.
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0101 // \\

Figure 3.3: Representation of v3 — 15

As in both cases, we have to compute RV and W/ we get them as follows:

W, 100 01 0\] ' /1 1 -8 0\  [1
WN=|wy|=1{[o 1 0]l-8]001 21=10 -3 2| =
Ws 00 1 00 1 3 0 0 1-p 3
18 2N\ 1\ [HE2
=01 Z| 2= 25
0 0 X5/ \3 =3
R, 1 00 01 0\ /r 1 -8 0\ " /n
RNR2010ﬂ001) ml=]0 1 -8 ro | =
Ry 00 1 00 1 T 0 0 1-p rs
15L2 r T1+5T2+ﬁ2r3

1-p I-g " 1-8
=01 Z5||r|=| rn+3
00 X5/ \rs iy

Now, we calculate the slopes in each instance:

(i) fa<1,
T Br
slope = v3 = R:{‘M}U{g} _ Rgm} — -5 1*52 _ s+t B(rs —r2)
Wit Wit i 2 3456 -2)
(i) fa>1

oy R{IAVE RIS myy B P g ) B — )
e 1,3}U{2 13y 2+ = 5 =
Wé }U{}—Wé } 1_2_1_552 2+2,3+ﬂ
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1o+ B(rs —r1) + B(rs — 1r2)
O 24B8B-1)+p320B-2)

Now, we are describing if appeared two problems are indexable and we will test
conditions for indexability in each instance.

For oo < 1, we have to prove that v; > 1, > v3 to assume indexability in this case.
We prove 11 > 15 as follows:

ro — Br1 <2T1—ﬁ7“1
2-8 & 2-p

In the inequality we are using that in Figure 3.2 we can observe that % < 2 <y for

vy = =r=v

all positive a.

We are going to prove know that v, > v5 forall 5 € (0,1).

o Ty — 1 S pra —r3(1+ f)
2T 95 = 3+13

If we rearrange both sides of the inequality we get the following expression.

:y3

(8% +30) +ra(8° =38 = 3) +r3(=52 + +2) <0

As we are considering values of 5 € (0,1), we can claim that the left side of the
expression is less than 471 — 5ry + 2rs.

In the first step we concluded that 1 > 2 > & and therefore, we can say that
always happens the following;:

4r1 — 5rg +2r3 < 4r; — 10rs + 671 =0

So, that implies that v» > v3 for all 8. According to what we have just done, we can
claim the following theorem:

Theorem 3.3. Three states TCP model with additive increase and non-restating decrease if
a < 1 is indexable because the slopes obtained are non-increasing (v1 > vo > v3) and can be
solved under threshold policy due to the order of appearance of the states(1,2,3) and the index
values obtained are the following:

o v =11

ro—pr1

® Vo =

r3+B(rs—r2)

® 3= 315332

For a > 1, the order of best states appeared is not increasing, so that means that the

problem can not be solved under threshold policy, but we are going to prove that the
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problem is indexable. What we have to demonstrate is the following: 1 > v3 >3. The
first inequality is proved as follows:
e rs — 3%y _ 3ry — (% ey
In the inequality we are using the inequality that we can see in Figure 3.2 (3 < 3 <
r1).

Now, we are proving that 13 > 15 in the following manner:

rs — 3% S ro + B(rs —r1) + B%(rs — r2)
35— = 2128+ B

vy = =12

We if rearrange the expression above, we obtain the following formula:

ri(B+56° =267 = 38) + ro(B' — 487 +3) +r3(—B = B*+ 287+ 53 -2) <0

As we know that 2 < 2 < rpand 8 € (0,1) the left side of the expression is
less than 0, operating in the same manner as we did before. So, the inequality we are
proving always holds.

According to all that we have just prove we can claim the following theorem:

Theorem 3.4. Three states TCP model with additive increase and non-restating decrease, if
alpha > 1 then is indexable because the slopes obtained are non-increasing (v1 > v3 > o).
For all v, there is an optimal policy which is either () or {1} or {1,3} or {1,2, 3} and the index

values are:
e V) =17
a2
oy =1 B=r1

3—32

ro+8(rs—r1)+8%(r3—r2)
2+(3—1)8+(3-2)32

® oy =

As we said before, in @ = 1 instance, the highest slope computed in the first step
is v1. Now, we are getting the behaviour of this critical value of a. As we know the
values of the slopes from what we did before, we are going to check what is the highest
slope in the second step. It can be observed in Figure 3.4, for all 5 € (0,1) that v3 — 1 is
always negative, so we can conclude that the highest slope is vs.

After this step, we know that we last index is v and we can conclude that this is an

special case of a > 1 instance. So, we claim the following colorary:
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L L L L L
0.2 AT 086 08 10

Figure 3.4: v3 — 1 fora =1

Corollary 3.1. Three states TCP model with additive increase and non-restating decrease, if o« =
1 then we assume that the problem is indexable because the slopes obtained are non-increasing
(v1 > v3 > ). If the problem is indexable, then for all v, there is an optimal policy which is
either () or {1} or {1,3} or {1, 2, 3} and the index values are:

® VI =T

logd 52102

® 3 = 33_752

M%B*‘B(%—logm-i-ﬁ?(%_lo%fﬂ)
2+(B-1)F+(3-2)32

® 19y =

To sum up, we are including Figure 3.5, that represents the output of the algorithm
under the numerical process that Matlab realizes and we are going to conclude that the
output is the same.

In this numerical algorithm all the matrices and vectors are defined in the same way
as in the theorical prove we have just done and the discount factor used is 0.999. It is
not possible to know if the slopes computed above are the same as in the figure just
observing the picture, but we can distinguish the behaviour when o < 1 and when
a > 1. In the case that the problem can be solved under threshold policy (o« = 0,
a = 0.5) we observe three points and in other cases we observe only two points. The
obtained sequence is S = {1, 3,2} in case that a > 1 and that implies modifications in
tigure the figure that do not let us see all the points. So, we can conclude from the figure
obtained of the algorithm that the problem can not solved under threshold policy if we
observe less point that we should appear.

On the other hand, we claim that just observing the figure, we can conclude whether
it is possible assuming indexability or not, because it is very easy to see if the slopes
obtained are non increasing or not in the picture.

3.5.2 Numerical Computing of Index Values

Programming in Matlab the described algorithm is the first step in the work that we
have done. We know that the restarting case is indexable Jacko and Sanso (2010), but
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tcp p=0.999
300 ‘
=0
2507 0a=0.5
a=1
o o=1.5 i
a=2
150 - ]
—
100 //// L *
/ ,,,,,_,.,,,,,,,A,.,.,.,.,,,, ]
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o \ . . — - e . 4
0 50 100 150 200 - 3

Figure 3.5: Output of Checking Indexing Algorithm for three states TCP model

we run the algorithm for different decreasing factor and we conclude if we see the in-
dexability in all cases and if it is possible to solve the optimization problem using a
threshold policy.

The discount factor that is going to be used in our first results in Matlab is 0.999. If
B = 1 the problem will be good modeled, but in this case, I — 3P would not be regular
and the algorithm is not applicable in this instance. (Remember that P is the matrix that
consist on p%f%‘s for all m,n € N, where p%f%‘s is the probability of going from state n
to state m if decision a(t) is decided under policy S C N.)

We will show the behaviour of five states and twenty-five states TCP model with
additive increasing and the different decrease factor.

We will be interest also on studying the model for a decrease factor that consist
on transmitting one packet less than in the previous time slot if decided action is 0.
This case is called birth-death instance because if action 1 is decided it is transmitted one
packet more and if action 0 is decided one packet less is transmitted.

We will be able to represent birth-death instance using a decrease factor 1 — §, where
d is small enough.

In all the instances that we are going to present the algorithm used is the Checking
Indexing Algorithm described before. Thus, we going to use what we explained in that

section to conclude indexability in our model.

Five states model

First, we will observe the behaviour of the five states TCP model for additive increase
and all possible decreasing that in five state model is possible. We consider that a de-
creasing is different for two given values of 7 if the P’ matrix computed in both cases
is not equal.

First, we are describing all possible P" matrices that decrease factor can create:
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(i) If v € [0, 2), the matrix P° is

(ii) If y € 2, 3), the matrix P° is

(ili) If v € [3, 2), the matrix P” is

(iv) Ify € [%, %), the matrix P is

(v) If v € [2,2), the matrix P is

(vi) If v € [3, 2), the matrix P° is

o O O = = O O = == O O == S = = == = = =

O O O ==

S = = O O o = O O O _= =0 O O _ o O O O o o o o O

S O = O O

—_ O O © O — O O o O O O O o O o O O o o o o O o ©

= = O O O

o O o o o o O o o o o O O o O o O O O O o o o o o

o O O o O

o O O O O
\—/

o O O O O o O O O O o O O O O o O O O O

o O O O O

CHAPTER 3. MAIN RESULTS
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5000

o=0
4500 a=1 H
o=2
4000 a=10
3500 B
3000 B
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2000 B
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1000 B
—————
500 —— g
N — e .
0 1000 2000 3000 4000 5000

Figure 3.6: Output of algorithm of 5 states model with additive increase and v € [2, 1)

(vii) Ify € [%, 1), the matrix P? is

SO O O = =
o O = O O
o = O O O
_ o O O O
o O O o O

In the first case (y € [0, £)), we are describing the restarting case that we know from
Jacko and Sanso (2010) it is indexable problem, that can be solved under thrshold policy
and how we can obtain the indices. So, that is why we are not considering this instance.

We will show the output of the algorithm for different a-s (0, 1, 2 and 10) and in
two different figures for the other cases. In the first first, we can see the output of the
algorithm as the solution of problem (2.3). In the second figure it is represented the
states of V in x-axis and the slope connected to each state in y-axis. In this way, we can
see in a better way how the slopes are in our model and the order of appearance of the
states.

In Figure 3.6 we can observe the output of the Checking Indexing Algorithm as
2 1
572
Figure 3.7 we can observe the slopes and the order of appearance of the states.

a solution of the defined maximum problem for a decrease factor v € [£,5) and in
In both figures we can see that the slopes are non-increasing, so we can assume
indexability. But, as PCL-indexability is true, we can claim that the problem is indexable.
Moreover, we can observe the order of appearance of the states in the Algorithm is
1,2,3,4,5if the value of o < 1. That implies that problem can be solved under threshold
policy if satisfies a < 1.
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0=0

09 o=1

=2
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Figure 3.7: Indices of 5 states TCP model with additive increase and v € [%, 3)

In oo = 2 and o = 10 instances, the order of appearance of states is 1, 2, 3, 5, 4. There-

fore, since the problem is indexable, then for all v, there is an optimal policy which is
either {0} or {1} or {1,2} or {1,2,3} or {1,2,3,5} or {1, 2, 3,4, 5}.
Theorem 3.5. Five states TCP model, if we consider additive increase and decrease factor v €
(2, 3), is always indexable and can be solved under threshold policy if « < 1. In contrast, if
a > 1, for all v, there is an optimal policy which is either{(Q} or {1} or {1,2} or {1,2,3} or
{1,2,3,5} or {1,2,3,4,5}.

In Figure 3.8 and in Figure 3.9 we can see the behaviour of the model for a decrease

13
275
increasing, so we can assume indexability. Besides, the order of appearance of the states

factor v € [35,%). It can be observed in this representations that the slopes are non-
in the Algorithm is 1,2, 3,4, 5 if the value of & < 1. That implies that problem can be
solved under threshold policy if satisfies o < 1.

In o = 2 instance, the order of appearance of states is 1,2,4,3,5 and if @ = 10 the
order is 1,2,5,4,3. That means that the problem can not be solved under threshold
policy if o > 1.

The check related to PCL-indexability let us conclude that the problem is indexable,
although some instances can not be solved under threshold policy.

Theorem 3.6. Five states TCP model, if we consider additive increase and decrease factor v €

13
[Ea 5
a > 1, threshold policy may not be optimal.

), is always indexable and can be solved under threshold policy if o < 1. In contrast, if

3 2
53
in Figure 3.10 and Figure 3.11. As we can be shown in the figures, the slopes are non-

If we consider a decrease factor v € [2, £), we can observe the behavior of our model

increasing and that means that we can assume indexability.
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Figure 3.8: Ouput of algorithm of 5 states TCP model with additive increase and v €
3:3)

We are interested on the order of appearance of the states in our algorithm to know
if threshold policy can be applied to solve the problem (2.3). The figures tell us that only
a = 0 can be solved under threshold policy.

In o =1 and a = 2, the order of appearance of states is 1,2, 3, 5, 4, so if the problem
is indexable, then for all v, there is an optimal policy which is either ), 1 or 1,2 or 1,2, 3
of 1,2,3,50f 1,2, 3,4,5. Butif a = 10, the order is as follows: S = 1, 2,5, 4, 3, therefore
for all v, there is an optimal policy which is either ) or 1 or 1,2 or 1,2,5 or 1,2,4,5 or
1,2,3,4,5.

The PCL-indexability check let us claim that the problem is indexable.

Theorem 3.7. Five states TCP model, if we consider additive increase and decrease factor v €
(2, 2), is always indexable and can be solved under threshold policy if o« = 0. However, if o # 0,

threshold policy may not be optimal.

We are analyzing the instance of decrease factor v € [2,2). The matrix that this
7 creates is defined above and in Figure 3.12 and Figure 3.13 we can understand the
behaviour of the model. As we can observe in the figures, the slopes are non-increasing
and that means that we can assume indexabiity.

We are interested on the order of appearance of the states in our algorithm to know
if threshold policy can be applied to solve problem (2.3). Only if a = 0 the problem can
be solved under this threshold policy.

According to the PCL-indexability check, the problem is indexable.

Theorem 3.8. Five states TCP model, if we consider additive increase and decrease factor v €

2, 3), is always indexable and can be solved under threshold policy if o = 0. However, if o # 0,
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Figure 3.9: Indices of 5 states TCP model with additive increase and v € [3, %)
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Figure 3.10: Ouput of algorithm of 5 states TCP model for v € [2, 3)

for all v, threshold policy may not be optimal.

The decrease factor value v € [3, 2) return different P° matrix comparing with the

other values of v we showed until this moment. So, we are seeing what is happening in
this instance in Figure 3.14 and Figure 3.15.

In the figures that represent this instance, we can see that the slopes are non-increasing,
so we can assume indexability in this instance too. Besides, the problem is PCL-indexable
(PCL-indexability is true) so we claim that the problem is indexable.

According to the order of appearance of states, only o = 0 case can be solved under
threshold policy.

Theorem 3.9. Five states TCP model, if we consider additive increase and decrease factor v €
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Figure 3.11: Indices of 5 states TCP model for v € [2, 2)

5000

o=0
4500 - a=1 N
o=2
4000 - w10 1
3500 4
3000 4
2500 4
2000 4
1500 | 4
1000 | 4
A
500 — i
K -s—— !
0 1000 2000 3000 4000 5000

Figure 3.12: Ouput of algorithm of 5 states TCP model for v € [2, 2)
3, 2), is always indexable and can be solved under threshold policy if o = 0. However, if o # 0,
threshold policy may not be optimal.

The last instance is connected to the birth-death instance (v € [%, 1)) for a five states
model. In this case, increasing is the same as in the previous examples, but the decreas-
ing is one by one. The results obtained for this model are represented in Figure 3.16 and
Figure 3.17.

As we can observe in Figure 3.17 the slopes resulted are always non-increasing for
all o — s. That means that we can assume that the problem is indexable. However, the S
set obtained in the algorithm is {1, 2,3, 4,5} only if a = 0, so the problem can be solved
under threshold policy if o = 0.
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Figure 3.14: Ouput of algorithm of 5 states TCP model for v € [2, 1)

The PCL-indexability check ensures that the problem is indexable, althought some
instances can not be solved under threshold policy.

Theorem 3.10. For five states TCP model, birth-death instance for a five states TCP model is
always indexable and can be solved under threshold policy if o = 0.

Twenty-five states model

We will continue analyzing the same increasing and decreasing TCP models as we have
carried out for five states model.
We will also try to understand the behaviour of this model using two pictures: one

that shows the solution of problem (2.3) and in the other figure can be observed the
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Figure 3.15: Indices of 5 states TCP model for vy € [2, %)
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Figure 3.16: Ouput of algorithm of 5 states birth-death TCP model

indices obtained in the algorithm.

For all the figures we are going to show the values of o that we compute are the
same as in the five states example. That will let us claim the differences between those
two models.

In case we are considering a decrease factor of a third, Figure 3.18 and Figure 3.19
show the behavior of our model.

We can assume that the problem is indexable because the slopes calculated are non-
increasing. in addition, the order of appearance is 1,2, 3, ..., 24, 25 if o < 1, so the prob-
lem can be solved under threshold policy only in this case.

We can not conclude the problem is indexable yet. But, as PCL-indexability is true,
we can claim that the problem is indexable.
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Figure 3.17: Indices of 5 states birth-death TCP model
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Figure 3.18: Output of algorithm of 25 states model with additive increase and vy = 0.3

Theorem 3.11. Twenty-five states TCP model, if we consider additive increase and decrease
factor of a third, is always indexable and can be solved under threshold policy only if o < 1.

Now, we will show a representation of the solution of the algorithm in Figure 3.20
obtained in a twenty-five states TCP model with additive increase and decreasing factor
a half.

In Figure 3.20 and Figure 3.21 we can see the new representation of the twenty-
tive states TCP model for decrease factor of a half. As it can be observed in this fig-
ures, the slopes are always non-increasing for all the a-s we take into account, so that
is why we can assume indexability. Besides, the order of appearance the states is
1,2,3,...,23,24,25 only if = 0, so that let us claim that the problem can be solved
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Figure 3.19: Indices of 25 states TCP model with additive increase and v = 1
under threshold policy if & = 0. If o # 0, the order of appearance of states are the
following:

e If o = 1, we obtain this order of states:

1,2,3,4,6,5,8,7,10,9,12, 11, 14, 13, 16, 15, 18, 17, 20, 19, 22, 24, 21, 25, 23

e If o = 2, the order of states is:

1,2,4,3,6,5,8,7,10,12,9, 14, 11, 16, 13, 18, 20, 15, 22, 17, 24, 25, 23, 21, 19

e If a = 10, we get the following order of states:

1,2,4,3,6,8,5,10,7,12,14,9,16,11, 18, 20, 13, 22, 15, 24, 25, 23, 21, 19, 17

The changes in the order of appearance of the states in the algorithm is greater if the
parameter « is higher.
The check related to PCL-indexability tell us that this problem is indexable, although

only o = 0 instance can be solved under threshold policy.

Theorem 3.12. Five states TCP model, if we consider additive increase and decrease factor of a
half, is always indexable and can be solved under threshold policy if o = 0.

We analyze birth-death instance for a twenty-five states TCP model. In this case,
increasing is the same as in the previous examples, but the decreasing is one by one.

The results obtained for this model are represented in Figure 3.22 and Figure 3.23.
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Figure 3.20: Ouput of algorithm of 25 states TCP model with additive increase and
v=0.5

As we can observe that the slopes resulted are always non-increasing for all o — s.
That means that we assume the problem is indexable. However, the S set obtained in
the algorithm is {1, 2, 3, ..., 23,24, 25} only if & = 0, so the problem can be solved under
threshold policy if o = 0.If o # 0, the order of appearance of states is as follows:

e If @ = 1, we obtain this order of states:

1,2,3,4,5,6,7,8,9,25,24, 23,22, 21,20, 19, 18, 17, 16, 15, 14, 13, 12, 11, 10

e If o = 2, the order of states is:

1,2,3,4,5,25,6,24,23,22,21,20,19,18,17, 16, 15, 14,13, 12,11, 10,9, 8, 7

o If o = 2, we get the following order of states:

1,25,24,23,22,21,20, 19, 18,17, 16, 15,14, 13,12, 11, 10,9,8, 7,6, 5,4, 3, 2

As it happened in v = 0.5 instance, the changes in the order of appearance of the
states in the algorithm is also greater if the parameter « is higher.

The PCL-indexability check ensures that the problem is indexable, although only
a = 0 can be solved under threshold policy.

Theorem 3.13. Birth-death instance for a twenty-five states TCP model is always indexable
and can be solved under threshold policy if o = 0.
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Figure 3.21: Indices of 25 states TCP model with additive increase and v = 0.5
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Figure 3.22: Ouput of algorithm of 25 states birth-death TCP model

Comparing numerical results

Now, we are seeing the differences and similarities in the results obtained in twenty-five

states model and in five states model.

In both cases, o = 0 is indexable and can be solved under threshold policy. That

is an obvious result due to the slopes computed are always one, because the reward

obtained and number of packets sent is always equal. We call trivial to this instance.

The five state TCP model, if we use a decrease factor of a third, is always indexable

and it can be solved under threshold policy for all a-s we have computed. Twenty-five

states model is always indexable too, but only in case that the value of « is less or equal

than one, the problem can be solved under threshol policy.
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Figure 3.23: Indices of 25 states birth-death TCP model

Using a decrease factor of a third and changing the number of states of our model
from five to twenty-five, do not cause changes in indexability, but the problem can be
solved under threshold policy in different situations: in five states model satisfies this
condition for any a < 1 and in twenty-five states model only if o = 0.

We have just claim that there are some differences if we consider a decrease factor
of a third or if we use as a decrease factor the half. Nevertheless, birth-death instance
has very similar behaviour in both examples: they are indexable always and they can
be solved under threshold policy only if @ = 0. The changes in the order of states is
more complicated in case of twenty-five states model and that implies more difficulty
on applying threshold policy.



Chapter 4
Simulation Results

The ns-3 simulator Riley and Henderson (2010) is a discrete-event network simulator
targeted primarily for research and educational use.

The ns-3 project, started in 2006, is an open-source project developing ns-3. A few
key points are worth noting before continuing:

e Ns-3is not an extension of ns-2; it is a new simulator. The two simulators are both
written in C++ but ns-3 is a new simulator that does not support the ns-2 APIs.
Some models from ns-2 have already been ported from ns-2 to ns-3.

e Network Simulator-3 is open-source, and the project strives to maintain an open
environment for researchers to contribute and share their software.

4.1 Simulation Scenario Description

In this section, we explain the scenario that we have implement in ns-3 to check that
the indices policies are more efficient than the routing that we can observe in real-
application.

As we described above, we are interested in fast and fair delivery, which requires
avoiding the future congestion congestion in a routing work. So first of all, we need
that some users access to a router with a link that can be considered perfect, so that no
packets will be dropped in this links.

On the other hand, we assume that the router is connected to a server. This link will
be considered also as a perfect connexion.

The velocity of the user-router link should be higher than the router-server link,
because we are considering a routing work and that implies that we are interested on

how the router decides what packets transmit or not transmit.

45
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Figure 4.1: Example of simulation scenario for N users

In all our simulations we have got a user-router link of 5Mb/s and a router-server
link of a velocity of 1.5Mb/s. We assume that there are some propagation delays in TCP
sending packets of all the links of the simulations in order to get more realistic results,
10ms in user-router link and 2ms in router-server link.

To a better understanding, the routing work we are can be observed in Figure 4.1.

As we said before, we are considering that the increasing of the TCP is additive, so
that means that we need to define a TCP model with no slow start. Moreover, we are
implementing in ns-3 the restarting case. That is why TCP Tahoe has been chosen for
this implementations. Other decrease models will be included in future work.

The router has to take the decision of transmitting or not transmitting the flow /packet
that the users want to send, so there will appear the main part of our work. The decision
consists on comparing the received index of the user with a threshold in the following
way: if the index is greater than the threshold parameter of the router the router trans-
mits, but if the index is less than the threshold the packet will be dropped.

To finish with the scenario description, we consider that the users are honest and
they send the index information that corresponds to the number of packets they are

sending.

4.2 Changing the ns-3 Code

In this part we are detailing all the code that we have changed comparing with a routing

implementation of ns-3.
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There are three periods in all the simulations of ns-3: defining, running and ending.

In the first part of the simulation, all the variables are defined and initiated. In this
part of the code, it will be declared the parameters of each user, so we can get the indices
with a C++ code with an error less than 107, comparing with the slopes resulted in the
Matlab algorithm. The inverse matrix is computed using the implementation of Gauss-

Jordan method in the following page: wwuw.elrincondelc.com.

To do that, we have added a function get-slopes in OnOff Application::StartApplication()
function in OnOffApplication.cc file. This function (get-slopes) takes the o and y param-
eters of each user and returns the vector of indices of size 70.

The maximum number of packets in the queue is 50. That is the reason of thinking
that the size of the vector of indices is 50. However, since the router transmits packets
so fast, it could happen that the user sends more than that amount of packets, so we fix
the maximum number of packets in 70 to ensure that there is no access to no defined

index.

Each user has an application that consists on sending packets to a server. Therefore,
we think it is a great idea storing the vector of indices in the application defined for the

user.

In the second part of the simulation, we are interested on passing the indices that
corresponds to the number that sends each user to the router. Besides, the router has a

threshold parameter to compare with the received packets.

As we said before, the vector of indices of a user are saved in the Application of
that user. We add Setldx function in TcpSocketBase::SendPendingData() function in tcp-
socket-base.cc file to inject the index to the packet.

The main part of the work is implementing a different way of realizing a routing
work. So, the enqueueing of the router to the server is changed. We have implemented
this part in Packet::DoEnqueue function of Packet.cc file.

To get the index of the packets that arrived to the queue we have added the GetIdx()
function that given a packet returns the index that corresponds to that packet.

The decision of the router consists on comparing the received index with the thresh-
old parameter of the router. That part is realized with an IF function. And when the
condition of being the index less than the threshold parameter of the router occurs Drop

function is called.

In the ending part of the simulation, there is nothing else to do than using the de-
structors of the objects of ns-3 to get the memory free. Obviously, the destructors of

Network Simulator includes all we have added in the code.
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4.3 Results

In this section we are describing the output of the simulations we have just presented.

We will present the behavior of one user and two users routing with index policies
and we will compare it with no index model to check this new model is interesting.

In both cases we are representing the adding increase and restarting decrease model.
Moreover, we define o = 2 for all the users.

Also, different threshold parameter will be simulated and we will observe the dif-

ferences between them, so that we can obtain conclusions.

One user implementation

In this implementation, the decision is transmitting or not transmitting if the received
index from the user is less than the threshold parameter of the router.

No index model consists on an threshold parameter of 0 in the router. First of all,
we are describing the changing of the congestion window and the queue of the router
versus time in the no index model. After that, we are presenting the congestion window,
the index of the packet received and the queue of the router versus time.

In Figure 4.3 we can observe how the queue of the router changes in time and in
Figure 4.2 the changing of the congestion window . As we can see, in 12 seconds there is
a packet dropping because the number of packets in the queue arrives to the maximum.

The number of packets sent grows in the same way if there is no packet dropping
and starts sending one packet. However, the queue of the router starts in zero and in
the first seconds the number of packets is no more that one because the router is able to
transmit all the packets that the user sends.

In one user model we are using the following values of the threshold parameter of
the router: 0.02, 0.01, 0.008 and 0.05. And we will observe differences between them in
the number of sent packets, in the number of packets in the queue of the router and in
the index of the user.

For a threshold value of 0.02, in Figure 4.4 we can observe that the number of packets
sent is less or equal to 14.

In Figure 4.5 it is showed that the number of packets in the queue for a threshold
parameter of the router is no more than 4.

The figure that shows the index in time is Figure 4.6 and there we can see that there
is a packet dropped when the index reaches to the threshold value of 0.02. that implies,
that the number of packets sent by the user in that moment goes to one and the queue
get empty.
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Figure 4.3: The number of packets in the queue of the router in a one user routing for
no index model

For a threshold of 0.01, we can observe that in in Figure 4.7 we can observe that the
number of packets sent is less or equal to 23.

The number of packets in the queue can be seen in Figure 4.8 and there is no greater
value than 13 in the queue.

The figure that shows the index in time is Figure 4.9 and there we can see that there
is a packet dropped when the index reaches to the threshold value of 0.01. So, that the
number of packets sent by the user in that moment goes to one and the queue get empty.

In this case, the number of packet dropping is less than in the previous instance
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because this value of threshold let the ruoter sent more packets.

For a threshold parameter of 0.008, we can see in Figure 4.10 that the maximum
number of packets sent by the user is 26.

In Figure 4.11 it is showed the number of packets in the queue versus time. As we
said in the no index model, in the first seconds of the simulations and after a packet is
dropped, the number of packets in the queue router is not greater than one because the
router is able to transmit what the users sends.

The indices of the user of the one user routing implementation can be seen in Fig-
ure 4.12. The indices are decreasing, as we described in Chapter 3, so when a packet
with an index less or equal to 0.008 that packet is dropped and the number of packets
sent goes to zero and the queue gets empty too.

In this case, since we are able to send more packets than in the previous instances,
the number of dropping packets is less.

For a threshold value of 0.005, it can be observed in Figure 4.14 that the maximum
number of packets in the queue is 25 and this means that when a packet is dropped the
reason is the index condition because the maximum size of the queue is never reached.

In Figure 4.13 we can see that the number of packets sent by the user arrives to 36
with a threshold parameter of the router equal to 0.005.

The Figure 4.15 shows that when a packet arrives with an index less or equal to 0.005
the packet is dropped and this causes that the number of packet sent goes to zero and
the number of packets in the queue goes to zero also.

The threshold 0.005 case is the instance that there are more packets in the queue and
more number of packets sent by the user. Therefore, that make this parameter the better
that avoids the congestion of the router.

If instead of a router connected to a server we will have a more difficult implemen-
tation, reaching the maximum number of packets in the router will become a problem
very difficult to be solved.

In this section we have just seen that applying indices policies is a good way of
avoiding future congestion of the window because the number of packets in the router
never reaches the maximum. This let us conclude that if we find a threshold parameter
in the router to send great amount of packets without having the queue full, we will

solve the problem of avoiding the congestion of the network.

Two users implementation

We are going to describe the behavior of two users connected to a router that want to
send data to a server. In this implementation, there are more difficulties related to the

indices and number of packets send that we are explaining in the following lines.



4.3. RESULTS

“scratchfuserl.dat” ——

16

55

Figure 4.16: The number of packets sent by user( for no index model and two users

30

20

10 -

o

scratch/users.dat” ——

16

Figure 4.18: The number of packets in the queue of the router in a two users routing for

no index model



56 CHAPTER 4. SIMULATION RESULTS

" i | I i i "Scrtch/usrodal" — 14 | i "scra

ch/use ‘|| dat” |

12 12

10 10

0 2 4 [ 2 10 12 14 16 0 2 4 6 8 10 12 14 16

(a) user0 (b) userl

Figure 4.19: Number of packets sent by user0 and userl in two users routing for(.02
threshold
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Figure 4.20: The index of user0 in a two user routing for 0.02 threshold

We will compare no index model with the index model for the following values of
threshold: 0.02, 0.01 and 0.008.
We are going to observe the behavior of the two users implementation in no index

model showing the following:
e The number of packets sent for each user
e The number of packets in the queue

On the other hand, we will be able to analyze the behavior of the index model for

two users implementation showing the following figures:

e The number of packets sent for each user
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Figure 4.22: Number of packets sent by user0 and userl in two users routing for 0.01
threshold

e The number of packets in the queue
e The index of the packets that each user is sending

The number of packets in the queue for no index model can be observed in Fig-
ure 4.18. In this figure, we can observe that in 7 seconds there is a packet dropped
because the maximum number of packets in the queue have been reached.

In Figure 4.16 and in Figure 4.17 we can observe that the number of packets goes to
zero in both cases in 7 seconds. That implies that the router has dropped packet of both
users in that moment.

When time is equal to 13, however, there is a packet dropped because the number of
packets in the queue decreases to the half. But we can observe that only one of the user

‘s number of packets decreases. That implies that a packet of one user is dropped and
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Figure 4.24: The number of packets in the queue of the router in a two users routing for
0.01 threshold

of the other user continues transmitting. So, a user starts sending packets from scratch
and the other is able to send faster because the router is capable.

Now, we will start explaining the behavior of this implementation for different val-
ues of threshold parameter. After that, we are going to describe the similarities and
differences between them and with the no index model.

For a threshold value of 0.002, we observe in 4.19a that the maximum number of
packets sent by user0 is 14 and in 4.19b that the maximum number of packets sent by
userl is 14.

But in this case, the queue behaves differently comparing to the one user implemen-
tation, as we can see in Figure 4.21.

The decreasing of the queue size is so high because both users drop packet near in
the same time because they have similar characteristics. The maximum value of the

queue size is 17 in this instance and this is greater than the one user implementation.
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Figure 4.25: Number of packets sent by user0 and user1 in two users routing for 0.008
threshold
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Figure 4.26: The index of user0 in a two user routing for 0.02 threshold
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Figure 4.27: The number of packets in the queue of the router in a two users routing for
0.008 threshold

In 4.20a it is showed when the index of the packet arriving to a router that packet is
dropped. And in 4.20b happens the same thing.

So, when the router receives a packet of any user with an index less than the thresh-
old parameter 0.02 this packet is dropped. This avoids the congestion of the router

because, as we can see the maximum number of packets is never reached.

If we consider a TCP model described above with a threshold parameter of the
router equal to 0.01, the maximum number of packets sent by both users is 23 (see
4.22a and 4.22b)

In 4.23a we can see when the router drops a packet of user0 and in 4.23b when in
userl. All the drops are due to the index condition and never happens that the queue is
full, as it it showed in Figure 4.24.

For a threshold parameter of 0.008, we can see in 4.25a and in 4.25b that the maxi-
mum number of packets sent by user0 and user1 is 26.

In 4.26a we can observe the indices of the packet that user0 is sending in time and
in 4.26b the indices of userl. In this figures we can know when a packet is dropped
because of the index condition.

In Figure 4.27 it is showed the number of packets in the queue versus time. Here we
can observe that the router is never congested in this case, but the number of packets
in the queue is near to the maximum. Besides, this parameter let the users send more
packets than the others, so we can conclude that the value of 0.008 is the best threshold

parameter for two users implementation.
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4.4 Conclusions

The Network Simulator-3 package have helped us to check that the indices policies can
be applied in internet routing.

The results obtained in one user and two users implementation let us conclude that
there is a limited congestion of the flow/packet in the network if we choose correct
values of the threshold.

The simulations we have run let us know that what are the threshold parameter that
allow the users sends more packets.

The main part of the analyzing has been the queue because that the decision is taken
there. But we are also interested on how the indices change in the received packets
because that is the reason of transmitting or not transmitting the flow.

The threshold is also a very important parameter that we have to choose carefully,
because if it is not high enough the velocity of sending packets is small. But if we choose
a big threshold parameter, congestion of the flow /packet can occur.

Now, we have a code that simulates additive increasing and multiplicative decreas-

ing TCP. We will investigate more complex scenarios in future work.
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Chapter 5

Conclusions and Future Work

In this thesis we have developed a model for the important problem of congestion

avoidance in data networks.

We formulate the additive increasing and multiplicative decreasing TCP model as
a Markov Decision Process. In this work we use indices policies in a router to take
a decision of transmitting or not transmitting the flow, taking into account a-fairness

criterion.

The index policies are proven that there are simple to implement and provide a good
solution of the maximum problem presented above. In this work, we verify that indices
policies are applicable in TCP routing work for additive increase and every decrease

model.

From the theoretical point of view, we show that the model under consideration is
always indexable and can be solved under threshold policies in no restarting case under

certain conditions of o parameter.

We conclude from numerical results that TCP is always indexable for any decrease
factor. However, it can be solved under threshold policies only for some values of « pa-
rameter, depending on the decrease factor we are using. This is good news for possible

implementation of index policies.

We have carried out extensive ns-3 simulations that show that applying index poli-
cies is an simple applicable way that limits the congestion of the network, because the

queue is never full in the examples we have checked.

To finish, we have a code that simulates additive increasing and multiplicative de-

creasing instances of TCP.
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5.1 Future Work

There are various different directions our work can be taken further. From the theoreti-

cal point of view, we have:

e Slow-start and other TCP models can be considered in our modeling and can be

tested the behavior of index policies in internet router for this implementation.

e We assume the users that want to send data to a server are honest and they send
the correct value of index. However, the router can estimate the value of the index
with the information that reaches with the packets, according to the values of
index obtained in the theoretical section of this work

¢ Additional research can be carried out involving this modeling of TCP for internet

routers. More complicated topologies can be formed to implement this model.

From the practical point of view we have identified the following problems:

e Multiplicative decrease instances are the most common used in TCP applications.
In this work we only have tested the behavior of TCP Tahoe implementation, but

we are interested on how the model behaves in this cases.

e We believe that the efficiency of index policies for a greater number of users is

higher and ns-3 simulator is the tool we are going to use to verify it.

e The router can take the decision of dropping packet in a different way than the
threshold condition. One possible way of implementing that is dropping the
packet of the user with smallest index when the router is near to be congested.

e We have simulated all the examples for a drop-tail implementation. We would

like to model and test different buffer management policies.
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