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Abstract—In this paper, we investigate the allocation of network resources (such as Flow Table entries and bandwidth) in multitenant Software-Defined Networks (SDNs) that are managed by a FlowVisor. This resource allocation problem is modeled as an auction where the FlowVisor acts as the auctioneer and the network Controllers act as the bidders. The problem is analyzed by means of non-cooperative game theory, and it is shown that the auction admits a unique Nash Equilibrium (NE) under suitable conditions. Furthermore, a novel distributed learning procedure is provided that allows each Controller to reach the game’s unique NE in a few iterations by exploiting only locally available information. An implementation in OpenFlow-compliant SDNs is also proposed in a way that exploits native procedures already offered by OpenFlow. Finally, simulation results show that the proposed auction-based resource management scheme leads to significant improvements in network performance (for instance, achieving gains of up to $5 \times$ reduction in transmission delays).
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I. INTRODUCTION

Multitenancy is a concept referring to the possibility for several customers to share certain resources such as physical network elements and links and use them as they were the sole users of those resources. In the last years, increased attention has been paid to the application of the multitenancy concept in the networking domain. Even if most efforts have been focused on the application of multitenancy concepts to the datacenter domain [1, 2], in many other scenarios such concepts can be exploited beneficially. Two relevant scenarios, for example, are that of virtual network operators in which several companies sell network access services using the network infrastructure owned by a third party [3], and that of virtualized network functions where hardware network elements, such as switches and firewalls, are substituted by software middleboxes that execute networking procedures on one or more virtual machines (VMs) deployed on the cloud [4].

In multi-tenant scenarios, the owner of the network infrastructure has two major needs:

- Maximize the quality of service experienced by its customers, that is, render its customers satisfied;
- Maximize its revenue.

In order to meet both of them, efficient resource management mechanisms should be considered. Recently, thanks to their capability to provide dynamic network management [5–8], software-defined networks (SDNs) have attracted much interest in the literature as a reliable framework to provide support for multitennancy [9–13] and energy-efficiency [14, 15]. In SDNs, control and data planes are decoupled. Network control and management are centralized and implemented in software, while the data/forwarding plane consists of an underlying physical network composed of several SDN-compliant switches and links. Although there are several ways to implement SDNs, in this paper we consider OpenFlow [16] as the most popular implementation thereof. In fact, as we show later, OpenFlow specifications already provide procedures to support dynamic resource allocation in multi-tenant networks.

In a SDN, multiple networks can coexist; thus, to properly manage their interactions, OpenFlow provides a FlowVisor [17], which is a high-level controller that is designed to act as a proxy between the physical network and multiple customers. By exploiting FlowVisor protocols, OpenFlow fully supports the multitenancy principle. In fact, FlowVisor and OpenFlow together allow the network owner to divide the network resources into slices and give full control of each slice to one customer that, to this purpose, runs a software program referred to as Controller. OpenFlow and FlowVisor ensure isolation between slices and therefore, each Controller can use its share of the network resources as if it were the sole controller doing so. In the following, we will identify the network owner with the FlowVisor and its customers with the corresponding Controllers.

In this paper we address the case where the FlowVisor reserves a portion of the network resources and divides it among the Controllers that compete with each other to obtain such resources. Our problem formulation is general and can be applied to several resource allocation problems in SDN scenarios. However, for illustration purposes we focus on two relevant resource allocation problems where each Controller competes to obtain either additional space in OpenFlow routing tables, i.e., Flow Tables, to store its routing policies, or bandwidth on a certain network link to improve its achievable throughput. It is worth noting that both Flow Tables and bandwidth are scarce resources in many OpenFlow applications. On the one hand, Flow Tables are implemented in finite capacity memories. On the other hand, bandwidth is well-known to be limited on the network links. Accordingly, efficient assignment of such resources is of extreme importance.

To this end, in line with a large body of literature on the design of distributed resource management techniques we consider auctions as the allocation instrument.

In this perspective, the FlowVisor acts as the auctioneer while the Controllers act as the bidders. Periodically the
FlowVisor starts a new auction to sell a certain amount of network resources and each Controller makes a bid. Controllers determine their bids based on their interest in the network resources, i.e. the object of the auction. The FlowVisor then assigns each Controller a portion/share of the network resources which is proportional to the submitted bid.

In this context, Controllers behave selfishly: each of them aims at maximizing a utility function which is the difference between the benefit from the obtained resource and the effective cost (monetary and otherwise) for obtaining it. Obviously,

- The Controller’s benefit increases with the amount of the obtained share;
- The Controller’s cost, in general, increases commensurately with the placed bid.

Given that Controllers have conflicting interests, the above scenario can be modeled using non-cooperative game theory. In this paper we provide such a game-theoretic formulation and show that the resulting game admits a unique Nash equilibrium (NE) for a wide class of benefit and cost functions which are specific to the SDN scenarios. Such states represent a stable operation point of the system where no Controller has an incentive to deviate –and thus disrupting the system equilibrium. Also, we provide a novel exponential learning scheme which converges to the NE and we show that such convergence occurs within a few iterations of the auction. We also provide extensive numerical results that provide significant insight into the considered scenario.

Motivated by this analysis, we provide an implementation of the auction-based resource allocation mechanism which is based on procedures and commands that are already provided by OpenFlow, and we show that the proposed mechanism leads to significant improvement in network performance. Specifically, in the Flow Table auction which is specifically addressed in SDN scenarios because of the working mechanism at the Controller, our approach increases the probability to find a matching rule in the Flow Table by a constant term equal to 0.2 in many cases. Instead, in the bandwidth auction, the proposed auction-based resource allocation mechanism reduces transmission delays up to 5 times if compared to those experienced when static resource allocation policies are considered.

The rest of this paper is organized as follows. An overview of the related work is provided in Section II. In Section III we introduce the proposed auction game in a multi-tenant OpenFlow scenario. The auction game is described and studied in Section IV, where a distributed learning scheme to reach the unique NE of the auction game is also presented. In Section V we illustrate numerical results that provide useful insights on both the auction game dynamics and the learning scheme. In Section VI a discussion on implementation issues of the proposed auction-based resource allocation scheme in OpenFlow networks is presented; also, an implementation of the auction game is provided with extensive simulation results which show the effectiveness of the proposed approach. Finally, Section VII concludes the paper. All relevant system parameters and variables are summarized in Table I.

II. Related work

The problem of resource allocation and management is crucial in any networking environment and a large body of literature exists on the subject spanning all types of networks, e.g., [18–20]. Obviously, resource allocation is a major issue in software defined networks as well [21]. In this context, the possibility to support multi-tenancy raises a new set of issues regarding resource management [22, 23]. In fact, the necessity emerges to identify a tradeoff between the needs of tenants, each interested in obtaining the largest possible amount of resources at the lowest cost, and the needs of the owner of the network infrastructure [24, 25]. This kind of problem has been stated in the context of data centers, where, however, most of the focus was in processing and storage resources rather than in networking resources [26].

In this context, several centralized approaches have been proposed in the literature to provide optimal resource allocation schemes [27–29]. However, such solutions often lead to NP-hard problems that can be implemented in real systems only if sub-optimal solutions and performance losses are tolerable [28, 29]. Also, centralized solutions require perfect information and cooperation among the centralized entity and the other agents in the network, i.e., the Controllers. Unfortunately, Controllers are unlikely to share their private information, and are more likely to act selfishly, seeking to unilaterally maximize their individual profits. Therefore, it is hard to implement centralized solutions in competitive scenarios where information is neither revealed nor shared among parties. On the contrary, distributed resource allocation mechanisms are well-known to be able to provide low-complexity, efficient and privacy-preserving solutions to a variety of resource allocation problems in telecommunication networks. Accordingly, and in line with a large body of literature on the design of distributed resource management techniques spanning most networking domains [30–33], we consider auctions as the allocation instrument.

The idea of exploiting auction-based mechanisms to regulate resource allocation between different tenants has been proposed in the context of SDN and OpenFlow as well [34, 35]. Our work in this paper goes far beyond [34, 35] because we develop here a game-theoretic framework capturing the Controllers’ selfish interactions, and we show that, under suitable conditions, the resulting game admits a unique Nash equilibrium. Furthermore, a distributed learning procedure is provided that allows to reach such equilibrium in a small number of iterations.

III. System Model

Our model consists of a physical network of switches operating under an OpenFlow framework that enables software-defined networking. The behavior of OpenFlow switches is completely determined by the contents of a Flow Table (or several), whose entries specify flows and how packets of these flows must be treated. More specifically, each entry contains three sections:

- **Rules:** this is used to match incoming packets to existing flows. In fact, this entry contains a set of header values against which incoming packets are matched to determine which flow they belong to.
• **Actions:** this entry specifies how packets belonging to the flow should be treated, e.g., where a packet should be forwarded, whether it should be dropped, whether and how they should be modified, etc.

• **Stats:** this entry contains statistical information which can be used by the elements in the control plane to tune their policies.

The FlowVisor manages a set of OpenFlow-compliant network slices (logical sub-networks composed of switches and links that are isolated from one another, even if they share the same underlying physical resources), each of which is assigned to a single Controller who is able to fully control decisions based on its own requirements and forwarding policies. The Controllers enforce their policies by inserting appropriate entries in the Flow Table. In multi-tenant SDNs, multiple slices and their corresponding controllers coexist. To manage the interactions between several Controllers, OpenFlow provides a FlowVisor that acts as a proxy between the physical network and the co-existing Controllers. Furthermore, the FlowVisor is able to control both the network topology and the network status by monitoring parameters such as delay, network load and link utilization.

In this context, we consider an auction-based resource management scheme for SDNs where a portion of the available resources is leased to interested Controllers \( N = \{1, \ldots, N\} \). Let \( \hat{R} \) denote the total amount of the shared resource. Without loss of generality, we assume that \( \hat{R} \) is finite, i.e., \( \hat{R} < +\infty \). However, note that we do not make any assumption on the type of the shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource. In fact, in our context network resources could be identified with bandwidth (like in traditional networks) as a shared resource.

In the auction, the FlowVisor acts as the auctioneer and the participating Controllers act as independent bidders that do not want to improve the capability of their slices.

In view of this cost-benefit analysis, the utility of bidder \( i \) can be expressed as the difference between the bidder’s expected utility and the cost function of Controller \( i \).

\[^{1}\text{For simplicity, in what follows, we will use the terms “bidder”, “Controller” and “player” interchangeably.}\]

\[^{2}\text{In principle, \( \theta_i \) changes over time, however, we assume that auctions take place often enough so that the evolution of \( \theta_i \) can be neglected. This assumption is justified by the rapid convergence to the equilibrium as discussed in the following Section V.}\]

\[^{3}\text{The concavity assumption has been widely used in economics theory and can also be referred to the concept of risk-aversion behavior of rational decision-makers [40].}\]
benefit and the cost to achieve it. More specifically:

\[ u_i(b) = \omega_i(b) - \Gamma_i(b_i), \]

where \( \omega_i(b) \) is the benefit function for Controller \( i \) (which also incorporates the dependency on \( \xi_i \)), and \( b = (b_1, \ldots, b_N) \in \mathcal{B} \equiv \prod \{0, 1\} \) denotes the bid profile of the Controllers participating in the auction.

In reality, different scenarios have different features and issues. Therefore, no unique model to represent users’ benefits and costs in SDNs exists. On the contrary, the definitions of \( \omega_i(b) \) and \( \Gamma_i(b_i) \) in Eq. (2) depend on the considered application scenario. For this reason, in Section III-A we consider two relevant SDNs scenarios and we propose different benefit function models that are representative of a wide variety of SDNs scenarios. Finally, in Section III-B we propose several cost function models that reflect realistic costs experienced in SDN scenarios.

### A. Benefit Function Models

#### 1. Flow Table Auction: This is the case where the auctioneer, i.e., the FlowVisor, decides to sell a fraction (or all) the available space of a given flow table stored inside a specific switch. We assume that each switch stores a single flow table, and each flow table is stored inside a cache memory. It is worth noting that OpenFlow ensures isolation among different slices and allows to create non-overlapping virtual private flow tables which are stored in the switch’s flow table. Therefore, even though the same flow table is shared among all Controllers that have access to the same switch, Controllers cannot add/modify flow entries which correspond to other network slices. Instead, each Controller can buy additional flow entries and add them to its own non-overlapping private flow table.

To process a flow, the corresponding flow entry has to be defined in the flow table. We assume that each flow entry requires the same amount of space in the flow table. Let \( f \) denote this amount of space. Upon receiving each packet, the receiving switch first tries to find a matching rule, or matching entry, for the flow which the packet belongs to. Then, if a matching rule exists, the corresponding action is performed. Instead, if no matching entries are found, the switch asks the corresponding Controller a rule for that flow through a PacketIn message [41]. Then, a FlowMod message [41] which contains the rule and the corresponding action to be executed for all packets belonging to the same flow is sent by the Controller to the requesting switch. Finally, if the flow table has some available storage space, the requesting switch stores the new flow entry in its flow table.

It is worth noting that, according to OpenFlow and FlowVisor specifications, each switch is able to identify which slice a given packet belongs to. Therefore, even though a matching rule for a given packet does not exist in the flow table, pre-configured flow table entries are exploited to forward the PacketIn message to the corresponding Controller. Instead, if those pre-configured flow table entries are not installed on a given switch, in general, actions to drop the packet or forward it to a default Controller are taken.

It is important to focus on the impact of the above operations on network performance. Clearly, if a matching rule is found, the search operation introduces a small delay, say \( T_H \). On the contrary, when no matches exist, the transmission of both PacketIn and FlowMod messages causes a requesting delay \( T_R \) that depends on the distance between the requesting switch and the corresponding Controller. For example, the requesting delay \( T_R \) can grow up to approximately 100 ms in many cases [42].

In realistic scenarios, we have that \( T_R \gg T_H \).4 Also, note that cache memories, i.e., the storage space available for each flow table, are finite. Accordingly, the number of flow entries that can be stored in flow tables is limited. Thus, all Controllers compete with each other to get as much space as possible to store their own entries and reduce the expected forwarding delay:

\[ T_f = T_H P_i^H + (1 - P_i^H) T_R \]  

4For example, the time complexity of most search algorithms on Random Access Memories is well known to be either \( O(F) \) or \( O(\log F) \), where \( F \) is the number of entries in the flow table. Also, since \( T_R \gg T_H \) despite the value of \( F \), in this paper we assume that \( T_H \) is \( O(F) \).
where $P_i^H$ is the hit probability of the $i$-th Controller, i.e., the probability that a rule for the considered flow already exists in the table. It can be easily shown that minimizing the expected delay is equivalent to maximizing the hit probability $P_i^H$. Also, one can show that the hit probability depends on the amount $Q_i$ of available resources to store the additional rules in the flow table that the Controller obtains at the end of the auction.

Accordingly, in the flow table auction scenario the benefit function $\omega_i(b)$ of the $i$-th Controller is given by:

$$\omega_i(b) = \theta_i P_i^H(b)$$

However, the hit probability for a given flow depends on the probability distribution of that flow. Therefore, we consider two relevant scenarios depending on the flows’ distribution:

- **Uniform distribution**: in this case, the Controllers’ flows are uniformly distributed. Accordingly, their benefit function can be written as

$$\omega_i(b) = \theta_i L_i + \varrho_i/f N_i$$

where $L_i$ is the number of rules already stored by Controller $i$ in the flow table, $N_i$ is the number of flows of Controller $i$ and $\varrho_i$ is defined in Eq. (1) and represents the space in the flow table, i.e., the cache size, obtained at the end of the auction by Controller $i$. Accordingly, $\varrho_i/f$ represents the number of additional flow entries (and thus, rules) that can be stored in the flow table by the $i$-th Controller normalized by the cache size. Clearly, this is the worst case scenario where all flows are expected to arrive with the same probability and the uncertainty in predicting flow arrivals is maximized.

- **Zipf distribution**: in this case, we assume that the probability that a packet arriving at a certain switch belongs to a given flow is distributed according to a Zipf’s law. Consequently, there are some popular rules that are expected to be satisfied with higher probability than unpopular ones. Under the finite cache and infinite request stream assumptions, it has been show in [44] that the hit probability is asymptotically $\approx \Omega(L_i^{-1})$, where $\alpha \in [0, 1]$ is the Zipf distribution parameter and $L_i$ is the available storage space in the cache. Accordingly, we have $P_i^H(b) \approx \Omega(L_i + \varrho_i/f)^{1-\alpha}$. Finally, by exploiting the Bernoulli’s inequality for binomial series, the benefit function $\omega_i(b)$ can be approximated and linearized as follows:

$$\omega_i(b) = \theta_i L_i^{-\alpha}(L_i + (1 - \alpha)\varrho_i/f)$$

It is worth noting that the number of flow table entries which can be assigned to each Controller is expressed as an integer value. However, the value of $\varrho_i/f$ is, in general, not an integer. Therefore, to realistically represent an OpenFlow scenario where only an integer number of table entries can be assigned to bidders, we assume that the number $\varrho_i/f$ of entries that are assigned to each bidder at the end of the auction is rounded to the nearest integer.

2) **Bandwidth Auction**: The FlowVisor is able to continuously monitor bandwidth and link utilization on each physical link in the network. Therefore, to avoid inefficient resource allocation and to improve link utilization, it is possible to sell the available unused bandwidth on the network link in question. In this scenario, each Controller seeks to maximize the amount of bandwidth achieved on the considered link at the end of the auction. Accordingly, and in line with traditional auction-based bandwidth allocation schemes, we define the following benefit function:

$$\omega_i(b) = \theta_i \varrho_i$$

### B. Cost Function Models

When the auction mechanism is over, additional network resources are allocated to SDN Controllers. To manage such resources, additional network management procedures have to be performed by the network operator, leading to extra costs in the network management process. For example, at the end of the flow table auction new flow entries are created and inserted in the flow table. For each incoming flow the switch accesses the flow table and searches for a matching entry.

In general, flow table entries are stored in physical memories inside SDN switches, and the lookup procedure to find a matching rule introduces a cost which is expected to increase with the number of stored entries [45]. Intuitively, highly populated flow tables lead to larger search times. On the contrary, when the number of stored flow entries is small, the time needed to access them is small. Thus, since the auction increases the number of entries stored in the flow table, it also increases the cost to search and access such entries.

Similarly, the bandwidth auction also causes an increase in the amount of available bandwidth on each considered link. Thus, Controllers are likely to increase the transmission rate and the amount of data flowing through the network. As a consequence, the utilization factor of the network is expected to increase as well. Thus, to guarantee the correct operation of the network and manage this additional data traffic, additional resource management and control is required (e.g., congestion control, traffic balancing and other similar procedures).

Accordingly, we consider two different models for the cost function $\Gamma_i(b_i)$ in Eq. (2): linear cost (LC), and non-linear cost (NLC). More in detail:

- in the LC scheme we define $\Gamma_i(b_i) = \lambda b_i$;
- in the NLC scheme we consider an exponential-based cost scheme [46], i.e., $\Gamma_i(b_i) = \lambda (e^{b_i} - 1)$.

where $\lambda > 0$ is a non-negative cost imposed by the auctioneer to any bidder that buys some resources.

With all this in mind, we can define the following non-cooperative auction game $\mathcal{G} = (\mathcal{N}, \mathcal{B}, u)$:

- The set of players (or bidders) is $\mathcal{N} = \{1, \ldots, N\}$.
- The action space of each bidder $i \in \mathcal{N}$ is $\mathcal{B}_i$.
- The players’ utility functions $u_i : \mathcal{B} \equiv \prod_{i} \mathcal{B}_i \rightarrow \mathbb{R}$, given as in Eq. (2).

Accordingly, we will say that a bid profile $b \in \mathcal{B}$ is a NE of $\mathcal{G}$ when no bidder has an incentive to change its bid unilaterally. In a more formal way, this can be stated as:

**Definition 1.** A bid profile $b^* = (b_1^*, \ldots, b_N^*) \in \mathcal{B}$ is called a Nash equilibrium (NE) of the auction game $\mathcal{G}$ if

$$u_i(b_i^*, b_{-i}^*) \geq u_i(b_i, b_{-i}^*)$$

(8)
for every bid $b_i \in B_i$ of player $i$ and for all $i \in N$, where $(b_1^*, \ldots, b_N^*)$ is shorthand for $(b_1^*, \ldots, b_i^*, \ldots, b_N^*)$.

The Nash equilibria of $\mathcal{G}$ represent stable resource management policies where each Controller is satisfied with respect to its individual cost-benefit characteristics and with the existing resource allocation scheme. As such, the analysis in the following sections will focus on the NE of $\mathcal{G}$ and we will show that the system admits a unique stable state which can be reached by the players in a distributed fashion, i.e., without requiring any coordination among Controllers or the transmission of private information (for example related to each Controller’s bids).

It is worth noting that the considered model has been designed to deal with several SDN-specific issues, such as the benefit function model used in the Flow Table Auction. Even signed to deal with several SDN-specific issues, such as the coordination among Controllers or the transmission of private information, the proposed auction mechanism can be adapted to a general framework to deal with a wide variety of resource allocation problems in the networking domain.

IV. SYSTEM STABILITY AND LEARNING

In this section, we examine the existence and uniqueness of the Nash equilibrium and propose an exponential learning mechanism through which the bidders can converge to the equilibrium.

**Theorem 1** (NE existence and uniqueness). The game $\mathcal{G}$ always admits a unique NE.

Proof: First note that each player’s payoff function $u_i$ is concave in $b_i$ (being it defined as the difference between a concave and a convex function; thus, existence of NE follows from the general theory of [47]). To prove the uniqueness of the NE, we define the affine benefit function $\omega_i(b_i) = a_i + c_i b_i$, where $a_i$ and $c_i$ are two non-negative real numbers, and $\omega_i(b_i)$ is defined in Eq. (1) and represents the resource obtained by Controller $i$ at the end of the auction. Likewise, we prove uniqueness by establishing the diagonal strict concavity (DSC) condition [47], i.e.,

$$\sum_{i \in \mathbb{N}} r_i \omega_i(b_i) \cdot [b_i - b_i^*] < 0 \quad \text{for all } b \in B,$$

(9)

for some $r_1, \ldots, r_N > 0$ and for all Nash equilibria $b^*$ of $\mathcal{G}$, where $\omega_i(b)$ is the so-called players’ marginal utility that we introduce in Eq. (10). For that, by using the analysis in [48], it suffices to show that $a_i$ each utility function $u_i$ is strictly concave in $b_i$ and convex in $b_{-i}$; and $b_i$ the function $\sigma(b, r) = \sum_{i \in \mathbb{N}} r_i u_i(b)$ is concave in $b$ for some $r = (r_1, \ldots, r_N) \in \mathbb{R}^N$ with $r_i > 0$.

For the first condition, strict concavity is ensured by the fact that $u_i(b_i^*, b_{-i})$ is the only a strictly concave and a concave function (in $b_i$); convexity in $b_{-i}$ is also straightforward. For the second condition, if $r_i = c_i^{-1}$, then we can rewrite $\sigma(b, r) = 1 + \sum_{i \in \mathbb{N}} r_i \omega_i(b_i)$; given that the cost functions $\Gamma_i$ are convex, $\sigma(b, r)$ is concave in $b$. Therefore, the claim of the theorem follows from [48].

**Remark 1.** From Theorem 1, we have that the game $\mathcal{G}$ with benefit and cost functions being defined as in Sections III-A and III-B admits a unique NE.

A. Learning strategy

Theorem 1 shows that the auction initiated by the FlowVisor admits a single stable state where each Controller is unilaterally satisfied with respect to its individual assigned resource and cost-benefit characteristics. However, we still have to prove whether this stable policy can be reached in a distributed fashion. To that end, we propose below a simple learning scheme that allows the bidders to converge to game’s unique NE.

The key quantity in what follows will be the players’ marginal utility functions

$$v_i(b) = \frac{\partial u_i}{\partial b_i},$$

(10)

i.e., the marginal increase (or decrease) in the utility of player $i$ with respect to its own bid $b_i \in B_i$. In particular, an easy differentiation yields:

$$v_i(b) = \theta_i R \frac{\sum_j b_j - b_i}{\left(\sum_j b_j\right)^2} - \Gamma_i' (b_i) = \theta_i \phi_i (R - \phi_i) - \Gamma_i' (b_i),$$

(11)

where $\phi_i$ is the amount of resource obtained by player $i$ in the auction as defined in Eq. (1). Accordingly, the marginal utility of player $i$ can be calculated in a fully distributed way with local information only (knowledge of the amount of resource obtained and the player’s own cost function $\Gamma_i$), so any learning scheme that relies only on $v_i$ will also cope with auction privacy requirements.

According to this, in order to increase their utilities, players simply need to pursue the direction of marginal utility increase while maintaining their bids $b_i$ at an admissible level – i.e. between 0 and $B_i$. To this end, we propose the exponential learning scheme (XL):

$$\begin{align}
    z_i(n + 1) &= z_i(n) + \gamma_n v_i(b(n)), \\
    b_i(n + 1) &= b_i(n) + \frac{\gamma_n}{\varepsilon \exp(-\gamma_n(n + 1))},
\end{align}$$

(12)

where $\gamma_n$ is a decreasing step-size sequence and $z_i(n)$ is an auxiliary variable. Importantly, this learning scheme is reinforcing because the update step of (XL) increases with $v_i$; it is also fully distributed and privacy-preserving because the marginal utilities $v_i$ can be obtained directly from (11) without any exchange of private information among bidders.

From Algorithm 1, each bidder has to update the bid $b_i$, measure $v_i$, and update their scores $z_i$. All the above operations have time complexity $O(1)$. Therefore, since such operations have to be executed $N$ times, the proposed learning mechanism has complexity $O(N)$ per iteration, and $O(1)$ per iteration and per Controller. If $Z$ resources are put up for auction, then $Z$ parallel auctions are executed, and the complexity of the learning mechanism is $O(NZ)$ – or $O(Z)$ per Controller. That is, the computational complexity of each iteration of the proposed mechanism is linear with respect to the numbers $N$ and $Z$ of Controllers in the network and of auctioned resource.

The main result concerning the algorithmic implementation of (12) (cf. Algorithm 1) is that it converges to the unique Nash equilibrium of the auction game $\mathcal{G}$. More formally, we have:

**Theorem 2.** If the algorithm’s step-size sequence $\gamma_n$ satisfies $\sum_n \gamma_n = +\infty$ and $\sum_n \gamma_n^2 < +\infty$, then Algorithm 1 converges to the unique equilibrium of the auction game $\mathcal{G}$.
that illustrate the dynamics of our auction-based resource management scheme under different scenarios and cost functions. For simplicity, we take \( B_i = 1 \); the general case follows by rescaling.

Note first that the continuous-time equivalent of (12) is
\[
\dot{z}_i = v_i, \quad b_i = \left[ 1 + \exp(-z_i) \right]^{-1}, \quad i \in \mathbb{N}
\]
and z; \( \bar{b}_i = b_i(1 - b_i)w_i \).

Hence, let \( r_i = 1/(\theta_i, R) \), as in the proof of Theorem 1, and set
\[
\tilde{V}(b) = \sum_i r_i \left[ b_i^* \log b_i^* + (1 - b_i^*) \log \frac{1 - b_i^*}{1 - b_i} \right], \quad i \in \mathbb{N}
\]
where \( b^* \) is the unique NE of the market. Some algebra then yields
\[
\dot{V} = \sum_i r_i v_i \cdot \left[ b_i - b_i^* \right],
\]
so, from (9) we have \( \dot{V} \leq 0 \) with equality if \( b = b^* \). This shows that \( V \) is a strict Lyapunov function for (13), i.e., \( b(t) \to b^* \).

For the discrete-time analysis, let \( V_n = V(b(n)) \) where \( b(n) \) is the \( n \)-th iterate of Algorithm 1. Then, writing \( V \) in terms of \( z \) as
\[
V = \sum_i r_i \log(1 + e^{z_i}) - z_i b_i^*,
\]
a first-order Taylor expansion yields:
\[
V_{n+1} \leq V_n + \gamma_n \sum_i r_i w_i(b(n)) \cdot \left[ b_i(n) - b_i^* \right] + O(\gamma_n^2),
\]
where the \( O(\gamma_n^2) \) remainder is uniformly bounded by \( \frac{1}{2} M \gamma_n^2 \) for some \( M > 0 \) (simply note that the marginal utilities \( v_i \) are bounded on \( B \)). Now, if the iterates \( b(n) \) stay a bounded distance away from \( b^* \), (9) shows that we have \( V_{n+1} \leq V_n - \gamma_n c + O(\gamma_n^2) \) for some \( c > 0 \). Letting \( n \to \infty \) and telescoping, we obtain the contradiction \( V_n \to -\infty \) (note that \( V \geq 0 \) by construction and \( \sum_i \gamma_i \leq \infty \) by assumption), so \( b(n) \) must come arbitrarily close to \( b^* \) infinitely often. Since \( b(n) \) is a stochastic approximation of the mean dynamics (13) in the sense of [49], convergence to the unique equilibrium follows from Theorem 6.9 in [49].

V. Numerical Examples

In this section, we provide some relevant numerical results that illustrate the dynamics of our auction-based resource management scheme under different scenarios and cost functions.

We consider \( N = 30 \) Controllers whose interest factors are uniformly distributed at random in the interval \([0,1] \) so as to consider the worst-case scenario where the entropy is maximized, and thus also the unpredictability. Also, unless explicitly stated otherwise, we set the maximum admissible bid of each Controller to \( B_i = B = 1 \) for all \( i \in \mathbb{N} \). The results have been obtained by executing a number of simulations such that all statistical results are stated at a 95% confidence level [50]. Confidence intervals are not shown for the sake of illustration.

A. Flow Table Auction

At the beginning of the auction, we assume that each Controller is provided with \( L_i = 200 \) flow table entries (and thus, rules) that can be stored. Also, the Zipf distribution parameter is set by a value of \( \alpha = 0.7 \) as frequently employed in the literature, e.g., in [44], and we assume that each flow entry occupies a unitary cache size, i.e., \( f = 1 \).

In Fig. 1 we show the per-user average hit probability as a function of the amount \( R \) of resources, i.e., the cache size, sold by the auctioneer when different flow distributions and cost function models are considered. Since we have assumed \( f = 1 \), \( R \) is expressed in number of flow entries. When the amount of the available cache size \( R \) is high, Controllers are likely to obtain a large number of flow table entries at the end of the auction, which results in high values of the hit probability. Therefore, upon increasing the cache size, Fig. 1 shows that the hit probability increases as well. Also, if the cost parameter \( \lambda \) is high (\( \lambda = 5 \)), Controllers that are not interested in the resource experience high costs and low benefits. Thus, only Controllers that are interested in the resource submit their individual bids. Accordingly, interested Controllers improve their hit probability, while non interested Controllers do not obtain any additional flow entries and their hit probability is the same as the one they had at the beginning of the auction. Therefore, the system’s average hit probability is low.

On the contrary, when \( \lambda \) is low (\( \lambda = 1 \)) or equal to zero, even non interested Controllers are likely to submit their bids, which allows them to share the available resources among all participating Controllers. All Controllers obtain additional space to store their flow entries. Thus, the average hit probability in the two latter cases, is higher than the one achieved in the case \( \lambda = 5 \). Furthermore, Fig. 1 also shows that the average hit probability in the LC case is higher than (or equal to) that achieved in the NLC case. Finally, a higher average hit probability is achieved when flows are Zipf distributed. Zipf distribution allows to prioritize flows that are expected to arrive with a higher probability. Accordingly, popular flows are likely to have a matching rule in the flow tables. On the contrary, the arrival rate of uniformly distributed flows is hard to be predicted and the only way to achieve high hit probability consists in increasing the cache size put up for auction.

Fig. 2 shows the average hit probability as a function of the ratio \( L_i/N_i \) when different cost function models are considered and \( \lambda = 1 \). First we note that the hit probability at the end of the auction is always higher than that obtained when no auction mechanisms are considered and the resource is statically allocated to Controllers. It follows that by putting up for auction
unallocated cache resources, it is possible to improve SDNs performance. Recall that \( L_i \) is the number of flow table entries that are already assigned at the beginning of the auction, and \( N_i \) is the number of flows for each Controller. Accordingly, by increasing the ratio \( L_i/N_i \), the hit probability increases as well. As already shown in Fig. 1, higher average hit probabilities are achieved when flows are distributed according to a Zipf law.

Finally, to analyze on the optimality gap between our distributed solution and optimal ones, we compare the proposed approach with two centralized approaches. In more detail, we consider a centralized solution which is designed to find a social optimum, i.e., a solution that maximizes the social welfare function \( \sum_{i \in N} u_i(b) \); and a centralized solution that maximizes the total hit probability \( \sum_{i \in N} P_i^H \) of the system. Accordingly, in Fig. 3 we show the average hit probability as a function of the cache size \( R \) when \( N = 15 \) and \( \lambda = 5 \). It is worth noting that the proposed solution is near-optimal in almost all cases. Also, in the NLC case, it has better hit probability than that achieved at the social optimum. In fact, the socially optimal solution maximizes the overall utility of the system defined as \( \sum_{i \in N} u_i(b) \), which does not necessarily means that the hit probability is also maximized.

### B. Bandwidth Auction

Fig. 4 illustrates the impact of the cost function on the Controllers’ bidding strategies. Specifically, we show how the average normalized bid strategy at the NE defined as \( 1/N \cdot \sum_{i \in N} b_i^*/B_i \) varies as a function of the cost parameter \( \lambda \) under different cost function models. As expected, when \( \lambda = 0 \) each Controller submits a bid whose value is equal to its own maximum admissible bid, i.e., \( b_i = B_i \) for all \( i \in N \). On the other hand, when LC and NLC cost models are considered, an increase in the value of \( \lambda \) causes an increase in the costs experienced by each Controller. Accordingly, bids submitted by Controllers decrease as \( \lambda \) increases. Also, if the amount of resources that are leased out is small (solid lines), submitted bids are smaller than those submitted when larger values of \( R \) are considered (dashed lines). This latter result is caused by the fact that when \( R \) is small, only interested Controllers submit high bids. On the contrary, a larger amount of available resources \( R \) leads non interested Controllers to submit non-zero bids to obtain a small fraction of the considered resource.

To illustrate the bidders’ behavior and dynamics, in Fig. 5 we show the Controllers’ bidding strategies for different cost function models. For simplicity, we only show the behavior of a subset of the participating Controllers. More specifically we consider Controllers \( C_i \) with \( i \in \{1, 3, 6, 8, 13, 23, 24\} \) and we assume \( \lambda = 0.2 \). For illustration purposes, we assume that the maximum admissible bid \( B_i \) and the interest factor \( \theta_i \).
are uniformly distributed in the interval [0, 1]. The considered simulation setup is reported in Table II. Fig. 5 shows that when no cost is charged to bidders (i.e., \( \lambda = 0 \) case), all bidders submit non-zero bids. On the contrary, no bids are submitted by \( C_8 \) and \( C_{23} \) in the LC and NLC cases. In fact, such controllers are not interested in buying additional space in the flow table, i.e., \( \theta_8 \) and \( \theta_{23} \) are small. Controllers such as \( C_3 \), \( C_6 \) and \( C_{24} \) are interested in participating in the auction and have high budgets. Therefore, they submit \( b_1 = B_1 \) independently of the actual cost model. On the contrary, even though \( C_1 \) and \( C_{13} \) are interested in buying additional bandwidth, their budget is low. Accordingly, their submitted bids decrease when they experience costs as in the LC and NLC cases.

\[ \text{Fig. 4. Average normalized bid as a function of the cost parameter } \lambda \text{ for different cost function models (Solid lines: } R = 10; \text{ Dashed lines: } R = 100). \]

\[ \text{Fig. 5. Bid strategies and normalized allocated bandwidth for different cost schemes.} \]

\[ \text{Fig. 6. Distance to the NE for different step-size schemes.} \]

\[ \text{Fig. 7. Step-size, } \gamma \text{ as a function of the number of iterations needed to reach the NE for different network configurations and cost functions.} \]

\[ \text{Fig. 8. Convergence to the unique NE as a function of the step-size } \gamma_n \text{ for different cost schemes.} \]

\[ \text{As stated in Theorem 2, the convergence to the unique NE of Algorithm 1 is guaranteed in the case a variable step-size (e.g., } \gamma_n = 1/n^\beta \text{ with } \beta \in (0.5, 1) \text{) is used. However, in the following we show that the learning process still converges to the NE even if a fixed step-size } \gamma_n \text{ is used. For illustrative purposes, in the following we only consider the bandwidth auction case, but the same results hold for the flow table auction case as well.} \]

\[ \text{Figure 6 illustrates how fast the game converges to the unique NE by means of the proposed distributed learning procedure. Specifically, the figure shows the Euclidian distance between the actual bidding profile at each iteration and the NE in case of LC and NLC schemes. As expected, the convergence rate is slow when a variable step-size is considered. Also, by increasing the value of the parameter } \beta \text{, it is possible to improve the convergence rate of the proposed learning procedure under a variable step-size scheme. Otherwise, if a fixed step-size is considered, the convergence rate increases. More specifically, the higher the step-size, the faster the convergence rate is.} \]

\[ \text{In Figure 7 we investigate the scalability of the proposed learning procedure as the number of bidders participating in the auction increases, and we also show how fast the learning process converges to the unique NE as a function of the fixed step-size } \gamma_n \text{ for different cost schemes. Figure 7 shows that an increase in the step-size } \gamma_n \text{ causes an improvement in the convergence rate of the learning process in both the LC and NLC schemes. For low values of the step-size } \gamma_n \text{, if a small number of bidders is considered (} N = 10 \text{), the Algorithm 1 converges fast to the equilibrium point, while the convergence rate is slower when the number of bidders increases. By increasing the value} \]

\[ \text{of the step-size, the faster the convergence rate is.} \]
of $\gamma_n$, the convergence rate of the learning process is fast even in highly populated auctions with a large number of participants. Therefore, an increase in the step-size helps in improving the scalability of the proposed approach; in fact, with large values of $\gamma_n$ the number of iterations needed to reach the equilibrium in scarcely populated auctions ($N = 10$) and highly populated auctions ($N = 60$) are comparable and anyway small.

VI. The OpenFlow Auction in Action

In this section, we focus on a practical implementation of the auction framework in an OpenFlow-based SDN where the auctioned resource is assumed to be the available bandwidth on a given link. More in detail, Section VI-A summarizes the main procedures and operations needed to properly implement the auction framework by exploiting OpenFlow features and mechanisms; in Section VI-B we present extensive simulation results that show how auction-based bandwidth allocation can effectively improve the achievable performance in SDNs.

A. Implementation aspects

By exploiting its software-based management, OpenFlow can be considered as the enabling technology for a variety of different services such as auction-based bandwidth allocation. In fact, OpenFlow specifications already provide an important tool, namely network slicing. The slicing feature allows the FlowVisor to create several independent virtual networks lying on the same physical network. Therefore, by exploiting such mechanism it is possible to perform several bandwidth allocation operations.

In particular, OpenFlow specifications provide the `fvctl add-slice` [options] `<slicename> <controller-url> <admin-email>` command that can be easily exploited to create/modify slices. Specifically, it is used at the high-level by the FlowVisor during the start-up phase to create a new slice whose name is `<slicename>`, and assign it to a given Controller at a specific URL (i.e., `<controller-url>` could be `tcp:hostname:port`). It is also possible to specify some additional options and the email address of the Controller.

In order to limit the maximum bandwidth that each Controller can use, we exploit the OpenFlow Rate Limiter [41]. Rate Limiter is a software element in the switch that continuously monitors and measures the rate of packets on a given link. When the rate of the traffic belonging to the slices of a given Controller exceeds the maximum threshold, Rate Limiter executes a drop action on those packets that are not allowed to flow through the network.

In the following, we show the basic operations performed by both the FlowVisor and the Controllers before, during and after the auction. The communication link between each Controller and the FlowVisor can exploit either TCP or UDP protocols. For the sake of simplicity, let us focus on the simple case when the FlowVisor monitors only a single link connecting two different OpenFlow-compliant switches. Let us denote as $l$ the monitored link. In our model we assume that $R = \xi R$, where $\xi \in [0, 1]$ is the fraction of the available bandwidth that the FlowVisor is willing to sell. As discussed in Section V, the FlowVisor also fixes a cost $\lambda$ that each Controller has to pay.

In Figure 8 we provide a flowchart of the relevant operations executed by both the FlowVisor and the $i$-th Controller during the auction.

A `notifyAuction()` message is sent to each Controller by indicating the link $l$, the amount of bandwidth $R$ to be sold and the cost $\lambda$. Each Controller evaluates its interest $\theta_i$ in buying some additional bandwidth on the link $l$, determines its bid according to Algorithm 1, and sends a `sendBid()` message including the bid $b_i$ to the FlowVisor.

By simply using a timeout, the FlowVisor is able to collect the bidding vector $b$ containing all the bids submitted by the interested Controllers and modify the bandwidth allocation policy by modifying the Rate Limiter's settings on each switch connected to the corresponding link. Specifically, the FlowVisor assigns an additional bandwidth $b_i$ to each Controller according to Eq. (1).

Hence, each Controller re-executes the learning algorithm, the bidding profile is updated and sent to the FlowVisor until the convergence criterion is reached and a `notifyAuctionEnd()` message is sent by the FlowVisor to the Controllers.

When the auction is over, each Controller that has successfully submitted a bid, sends the payment notification that depends on the cost parameter $\lambda$.

B. Simulation Results

In order to evaluate the improvement in performance that can be achieved by exploiting the proposed auction-based bandwidth allocation mechanism, we have run extensive simulations over an OpenFlow-based SDN framework.

The underlying physical network and the different slices are illustrated in Figure 9. We consider a 1970's ARPANET-like topology in which nine OpenFlow switches are deployed and provide several users with the access to the core network. We further assume that there is a FlowVisor managing five different slices each of them assigned to one of the five Controllers.

To simulate a real auction, we let the network evolve and perform OpenFlow procedures. The FlowVisor continuously monitors the utilization of the network. Thus, as described in Section VI-A, if there is some available bandwidth on the link $l$, the auction is notified to all Controllers.

For the sake of simplicity, in our simulations we assume that all bidders have the same maximum admissible bid, i.e., $B_1 = B_2 = \cdots = B_N$, and that the auction involves the link between switches $S_4$ and $S_8$ only which is shared among four of the five slices.

To evaluate the impact of the interest factor on the network performance, in the following we consider two illustrative use cases:

\[\text{For example, the FlowVisor could be interested in keeping unused some bandwidth to provide additional best-effort services or avoid congestion caused by a sudden increase in the traffic rate on the considered link.}\]

\[\text{However, note that the proposed approach also works in the general case where Controllers have different values of } B_i \text{ and any of the links in the physical network is involved in the auction.}\]

\[\text{Note that OpenFlow guarantees the independence between different slices, thus several flows can coexist on the same link without interfering with each other.}\]
Fig. 8. Flowchart of the operations performed by the FlowVisor and the generic Controller $C_i$.

Fig. 9. Underlying physical network and logical slices. Black circles and lines indicate the switches and links belonging to each slice; gray lines indicate the network links and switches that are not part of a slice.

cases. Specifically, we focus on the case where each Controller generates its interest factor $\theta_i$ according to two different schemes:

- Usage-based Scheme (XS): where $\theta_i$ only depends on the usage factor $\rho_i$ of the link related to the $i$-th bidder, i.e., $\theta_{i}^{XS} = \rho_i$;
- Delay-based Scheme (DS): where $\theta_i$ is a function of the expected reduction in the transmission delay caused by the acquisition of some additional bandwidth, i.e., $\theta_{i}^{DS} = \beta R_i / \left[ R_i^2 (1 - \rho_i)^2 \right]$, where $R_i$ is the bandwidth that is already allocated to Controller before the beginning of the auction and $\beta$ is a positive real valued number$^8$.

To model realistic traffic patterns, we consider that each Controller manages several LANs that generate random traffic such as web browsing, file transfer, email and video streaming. However, without losing in generality, we can assume that the traffic flowing through each slice is similar in average.

In Figure 10 we show how the bandwidth is allocated to each Controller before the start (“Default”) and after the end of the auction as a function of the parameter $\xi$ for different interest factor schemes$^9$. In the XS scheme, each bidder has a high interest in the link; therefore, all Controllers are willing to participate in the auction to buy some additional bandwidth. Differently, as shown in Table III, in the DS scheme only bidders with the lowest available bandwidth are characterized by high interest. In fact, when the available bandwidth is low, such as for Controller $C_2$, buying additional bandwidth is much more fruitful in terms of delay reduction than when the available bandwidth is already high. Consequently, as shown in Figure 10, only the Controllers that experience high delay participate in the auction to obtain additional bandwidth. Note that Controller $C_4$ does not participate in the auction as it has no interest in the considered link.

$^8$The expression of $\theta_i$ in the DS scheme has been obtained as the derivative of the delay with respect to an increase of the available bandwidth assuming that the link can be modeled as an $M/M/1$.

$^9$Note that confidence intervals are not shown for the sake of readability as the allocated bandwidth exhibits really small fluctuation around the average value.

<table>
<thead>
<tr>
<th>Bidder</th>
<th>$R_i$ [Mbits/s]</th>
<th>$\rho_i$</th>
<th>$\theta_{i}^{XS}$</th>
<th>$\theta_{i}^{DS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>3.4</td>
<td>0.29</td>
<td>0.29</td>
<td>8.0$\times 10^{-6}$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>800</td>
<td>0.99</td>
<td>0.99</td>
<td>0.92</td>
</tr>
<tr>
<td>$C_3$</td>
<td>1.2</td>
<td>0.89</td>
<td>0.89</td>
<td>0.003</td>
</tr>
<tr>
<td>$C_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$C_5$</td>
<td>2.6</td>
<td>0.51</td>
<td>0.51</td>
<td>3.0$\times 10^{-6}$</td>
</tr>
</tbody>
</table>

Fig. 10. Allocated bandwidth at the end of the auction as a function of the parameter $\xi$ for different interest factor schemes.
that obtain less bandwidth do not experience any considerable improvement as the queuing policy remains almost the same.

Finally, the revenue of the auctioneer, calculated as $\sum_{i \in N} \lambda b_i$, is illustrated in Figure 13 as a function of different interest factor schemes. It is shown that in the XS scheme, as all Controllers are more or less interested in the considered link $l$, they participate in the auction and the submitted bids are high, thus the revenue obtained by the FlowVisor is high as well. On the other hand, if a DS scheme is considered, only Controllers that are expected to improve the queuing delay participate in the auction; the amount of received bids is low and thus, the total revenue of the FlowVisor is also low. Note that, even in this case, the outcome of the auction is still a win-win solution as the FlowVisor receives a revenue anyway, while Controllers are able to improve their performance in terms of queuing delay and achievable throughput. Such a result shows that in an auction both the auctioneer and the bidders gain something. Thus, auction-based bandwidth allocation in OpenFlow multi-tenant networks can actually be regarded as a new challenging market where each player is enabled to improve its own utility.

VII. Conclusions

In this paper, we have analysed an auction-based scheme for the allocation of network resources in multi-tenant Software Defined Networks. In particular, it is assumed that a FlowVisor manages the resource allocation mechanism by executing an auction of fractions of network resources. The bidders are the Controllers who compete to gain additional network resources at a cost which is related to their interest in getting a particular network resource. The resulting scenario is modeled and studied as a non-cooperative auction game, and uniqueness and convergence to the Nash equilibrium are investigated. Furthermore, a learning procedure that allows the Controllers to converge to this equilibrium in a distributed way is introduced and its convergence to the Nash equilibrium is demonstrated. Also, it is discussed how the proposed auction mechanism can be sup-
ported by using procedures already offered by OpenFlow. Simulation results show that the proposed auction-based resource management scheme allows to obtain significant performance improvement.
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