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ABSTRACT

As far as complex organisms go, the Internet is a textbook specimen: its billions of man-made components might be relatively simple to understand on an individual basis, but the complexity of their interactions far outstrips the deductive capabilities of their creators. As a result, a promising way to analyze these interactions is provided by game theory, a discipline devoted to the (often chimeric) task of making sense of an even more obscure and complex entity, human rationality.

Nevertheless, this inherent goal of game theory is also the source of a fundamental controversy: is it really possible to apply our understanding of human interactions and behavioral patterns to networks of machines, devoid as they are of the feelings and irrational drives that characterize the former?

The way out of this impasse is to recall that game theory encompasses the study of "rationality" in its most abstract form, even when confronted with entities that have little or no capacity for rational thought (e.g. animals, bacteria, or, in our case, computers). This line of reasoning has led to the emergence of evolutionary game theory (EGT), an offshoot of game theory which is concerned with large populations of barely sentient species that interact with each other in competitive habitats that promote natural selection. As such, evolutionary methods appear particularly attractive as a means to understand the inner workings of communication networks: after all, it is a rare occasion when Internet users do not compete with one another for the resources of the network they live in.

Perhaps the most well-studied model of population evolution in this context is that of the replicator dynamics, a dynamical system first introduced by Taylor and Jonker (1978) to study the interactions of different phenotypes within biological species. These studies quickly attracted the interest of game theorists and, after about a decade, eventually culminated in the "folk theorem" of EGT, a theorem which links evolution and rationality by showing that what appears as the consequence of rational thought is, in fact, the byproduct of natural selection favoring the survival of the "fittest".

On the other hand, if rationality can be construed as the outcome of an evolutionary process, then, by providing appropriate selection criteria, evolution can also be steered to any state which is efficient with respect to these criteria. In this way, the replicator dynamics take on a different guise, that of a learning mechanism which the users of a network might employ in order to reach a "socially efficient" steady state; put differently, by manipulating the incentives of the "players", the designers of the "game" can guide them to whatever state suits their purpose.

The main issue that this dissertation seeks to address is what happens if, in addition to the interactions between the players of a game (e.g. the users of a network), the situation is exacerbated by the interference of an assortment of exogenous and unpredictable factors, commonly referred to as "nature". We find that this random interference differentiates crucially between the evolutionary and learning approaches, leading to different (stochastic) versions of the replicator dynamics.

Rather surprisingly, in the case of learning, we find that many aspects of rationality remain unperturbed by the effects of noise: regardless of the
fluctuations’ magnitude, players are still able to identify suboptimal actions, something which is not always possible in the evolutionary setting. Even more to the point, the “strict (Nash) equilibria” of the game (an important class of steady states) turns out to be stochastically stable and attracting, again irrespective of the noise level.

From the viewpoint of network theory (where stochastic perturbations are, quite literally, omnipresent), the importance of these results is that they guarantee the robustness of the replicator dynamics against the advent of noise. In this way, if the users of a stochastically fluctuating network adhere to a replicator learning scheme and are patient enough, we show that the flow of traffic in the network converges to an invariant (stationary) distribution which is sharply concentrated in a neighborhood of the network’s equilibrium point.
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“Science, my lad, is made up of mistakes, but they are mistakes which it is useful to make, because they lead little by little to the truth.”
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INTRODUCTION

Without a doubt, the Internet is a beast, and a web-spinning one at that. As of the latest census of December 2009, the number of actual human users of the Internet has reached the hallmark number of 1.8 billion, just over a fourth of the Earth’s current population. In their turn, as these human users simultaneously surf the Web, check their email and share their files over RapidShare, they give rise to vast hordes of virtual “application users” whose number is downright impossible to estimate. Accordingly, to serve the demands issued by these users, the Internet has been spread over approximately 27,000 autonomous systems (effectively stand-alone local subnetworks), which are managed by more than 150,000 routers operating in the massive 100 Gbps range. And still, there are times when this gargantuan infrastructure simply grounds to a halt, unable to process the billions of service requests that compete with one another in this grand scale.

So, is there any hope to tame this formidable web of users and their typically conflicting demands? On the one hand, given that our email clients and web browsers really do work (most of the time, at least), one might be tempted to say that we have already done so. On the other hand, as Costis Daskalakis points out in his celebrated thesis (Daskalakis, 2008), this does not mean that we really understand the inner workings of the Internet: if a web page fails to load, do we really have the means to backtrack this failure all the way to its true source (which might be a protocol failure that occurred at the other end of the globe)? And, even more importantly, do we have any sort of predictive power over such failures?

The short answer to both these questions is “no”, largely owing to the immense and multi-layered complexity of the Internet: it would take an Internet-sized supercomputer simply to monitor its operation, let alone understand it. However, if we turn this last proposition on its head, we see that the Internet itself may be used to understand the Internet: just like molecules in a gas, the driving dynamics of each user are relatively simple to understand, so even though one cannot foresee the actions of a particular user, the laws of statistics may be used to infer the general flow of future events.

This is precisely the seminal idea that has brought game theory to the forefront of theoretical investigations into the nature of the Internet – and, in so doing, supplied renewed applicational impetus to an otherwise unrelated branch of applied mathematics. By shedding light on the user-user interactions at a local scale (or, conversely, by controlling them), game theory might well provide us with the tools needed to analyze and steer the evolution of the Internet.

1 These Internet usage statistics are only estimates of the true numbers. The most accurate sources for this kind of information are the US census bureau (http://www.census.gov) and the Internet World Stats consortium (http://www.internetworldstats.com/stats.htm).
1.1 THE NATURAL HABITAT OF GAME THEORY

Game theory, like its fictional counterpart, psychohistory, has a very ambitious goal: to explain and predict the behavior of selfishly minded individuals who interact with each other and with their environment. But, whereas Asimov’s pen lent the brilliance of its wielder to the psychohistorians of the Foundation universe, psychology, cognitive science, or even philosophy might seem better suited to tackle the difficult task of understanding human rationality.

To be sure, trying to quantify the aspects of human behavior with the mathematical tools currently at the disposal of game theory is a fool’s errand, threatening to take away much of the discipline’s credibility. For instance, consider the (over-advertised but, ultimately, ill-understood) Prisoner’s Dilemma, proposed by Merrill Flood while working at RAND (Flood, 1951): two outlaws are apprehended by the authorities and, because of insufficient evidence for a conviction, each is offered the same, secret deal. The prisoner who gives up incriminating evidence on his partner goes free, while said partner gets sentenced to 10 years in prison. If both betray each other, they will both go to jail for 5 years, and if they both evoke their Miranda right to remain silent, they will only serve 6 months on a minor offense.

What is the prisoners’ way out of this quandary? Contrary to what might be expected, game-theoretic analysis suggests that the (Nash) “equilibrium” of this dilemma is for both prisoners to betray each other – to “defect” in the parlance of game theorists. One justification behind this solution concept is that the gains of defecting dominate the gains of remaining silent. In other words, given the choice of one’s opponent (in fact, independently of it), one is better off to defect than not to: being set free is preferable to serving 6 months, and 5 years in prison are preferable to 10.

Needless to say, this solution is highly debatable – after all, is it not better to aim for the common good and serve a measly 6 months in jail than to risk a 5-year sentence? Well, is it, really? There are those who would selflessly take the risk of trusting their fellow outlaw in the pursuit of a mutually beneficial outcome, and there are those who would selfishly jump at the opportunity of being set free without a second thought. However, what if the penalty for mutual silence is not 6 months but only 6 days? Or, on the contrary, what if a conviction carries the death penalty instead?

Albeit reasonable, questions such as these invariably take us away from science and plunge us deep into the realm of speculation, best left to the literary masters of our time. As long as vast areas of the human decision process remain uncharted, there is no mathematical way to quantify “rational” human responses to a given stimulus, even when the stimulus itself is readily quantifiable (which, in the Prisoner’s Dilemma, it is not). Consequently, the explanation (or, more to the point, the prediction) of human behavior by game theoretic means does not seem to be a realistic prospect at this time.

There are two ways to circumvent this impasse. One is to decrease the complexity of the strategic scenario considered, so as to at least be able to make verifiable predictions regarding human players in simple decision problems. For example, an idea that was eagerly pursued in the 1960’s was to incorporate the effect that the (subjective) beliefs of an individual have on his decision processes. But, even at a rudimentary level, this led to an ineluctable cascade of subjective beliefs about another person’s subjective beliefs, their beliefs

---

2 Interestingly enough, in a psychological experiment mimicking the conditions of the Prisoner’s Dilemma, over 40% of the participants chose to remain silent (Tversky, 2004).
about those beliefs, and so on ad nauseam. This discussion prompted such magnificent set-theoretic structures as Harsányi’s “tower of beliefs” (also known as a “belief hierarchy”; see Harsányi, 1967-1968) but, like its biblical predecessor in Babylon, the tower’s original objective was not met. Belief hierarchies comprise a huge step forward in our understanding of Bayesian rationality – the seminal work of Aumann (1974) on subjectivity and correlation being another – but the vast majority of the intricacies of human rationality still elude us (and will probably keep doing so for some time to come).

Other attempts to justify the predictions of game theory by refining the concept of an equilibrium were not as successful. As Ken Binmore reproachingly points out, “various bells and whistles were appended to the idea of rationality”, each one an objective reflection of its creator’s subjective interpretation of what constitutes rational behavior. Thus, as one would expect, this rather disordered approach quickly led to the downright embarrassing situation where “almost any Nash equilibrium could be justified in terms of one or other’s refinement”.

The other way around the mathematical intractability of the human condition is more radical. Indeed, as was already mentioned, the goal that game theorists set out to achieve is to understand the behavior of selfish individuals that interact with one another. But is the notion of a “selfish individual” truly synonymous to that of a “selfish human”? Surely, “selfishness” is not a plague exclusive to mankind: it can be found in the majestic sequoias that race to break through the canopy of their own groves in their quest for sunlight; a more savage display is when the new alpha lion attacks the cubs of the previous alpha in order to safeguard his standing; and even in the strictly regulated realm of technology, there are few entities as avaricious as a computer, constantly vying for more resources in order to complete its appointed tasks. So, instead of examining the behavior of humans (perhaps the most complex entities in the known cosmos), the idea is to begin the study of rationality more humbly, by looking at individuals whose motives and responses can be quantified in an objective manner.

This idea was first put forth by Maynard Smith and Price (1973), the founding fathers of evolutionary game theory. As above, their fundamental tenet was disarmingly simple: they just focused on species whose stimulus-response characteristics can be fully determined by their genetic programming (e.g. the growth-reproduction properties of bacteria). In this way, no longer thwarted by the complexity of the high-level cognition functions of humans, Maynard Smith and Price paved the way for a multitude of concrete applications of game theory in population biology. To wit, whereas the retreat of the weaker animal from a contest of strength before deadly injuries have been incurred had previously been attributed to an altruistic attitude serving the “good of the species”, it was shown that this is, in fact, the result of animals playing out an (inherently selfish) evolutionarily stable strategy (ESS).

Rather ironically, by taking this premise to its logical extreme, we see that a most fertile playground for evolutionary games of this sort is one where biological organisms are altogether absent: the realm of computer networks. Indeed, barring malfunctions and similar (relatively rare) errors, a computer will react to a given stimulus precisely as it was programmed to react; hence, computer interactions will be governed by a set of very specific rules and

3 In Binmore’s foreword to Weibull (1995, p. ix). I cannot help but wonder whether this sentiment is shared by those physicists and mathematicians working in string theory, where almost every string vacuum is sufficiently diverse to explain any phenomenon observed at lower energies.
protocols which allow no room for doubt or uncertainty. Therefore, given that the mindless (but also selfish) purpose behind the programming of every computer is to carry out its appointed task heedless of its surroundings (anything not fed to it as input), we see that such networks constitute the perfect subjects of game-theoretic considerations.4

1.2 EVOLUTION, LEARNING, AND THE REPLICATOR DYNAMICS

Network applications of evolutionary game theory are characterized by a certain duality. First off, just as in population biology, one aspect is to understand the evolution of a network by examining the selfish interactions of its components and by determining those states which are “stable” with respect to these interactions. As such, this direction is usually described by the term “evolution” and it has been at the forefront of game-theoretic investigations ever since the seminal work of Maynard Smith and Price (1973) – see also the masterful surveys by Weibull (1995) and by Hofbauer and Sigmund (1998, 2003) for more information.

Then again, there is also the flip side of this coin, summed up in the following question: if we want a system of interacting entities (e.g. a network) to operate in some “optimal” state, can we somehow educate the competing entities so that their selfish interests will eventually lead them to this state? Quite aptly, this aspect of evolutionary game theory is referred to as “learning” and it has been studied just as extensively – the book by Fudenberg and Levine (1998) is an excellent starting point, while the article by Hart (2005) provides a more recent account.

In both questions, there are two cardinal components. The first one is to specify the actual “strategic game” being played, i.e. the specific framework which will be used to model and quantify the interactions that occur, defining such things as the players’ actions (e.g. to transmit or to remain silent) and the gains that correspond to them. The second one consists of the selection mechanism by which the players rate their choices and their reactions – for instance, by imitating the most successful players or by learning to avoid their past mistakes.5 Clearly, the first of these components (the choice of game) depends on the particulars of the application considered, so it is best left to be addressed on an individual basis. However, the natural selection process that forms the core of the latter component can be studied independently of the former, by examining the convergence and stability properties of the evolutionary (or learning) mechanism with respect to the “equilibria” (or any other solution concept) of the underlying game.

One of the most widely used models for evolution and learning in this context is that of the replicator dynamics, a dynamical system that was first introduced by Taylor and Jonker (1978) to model large populations which interact with one another by means of random matchings in some contest of reproductive fitness (such as sparring duels between deer). In a nutshell, these dynamics arise as the byproduct of an “imitation of the fittest” mechanism which reflects the outcome of these matches; more precisely, the per capita growth rate of a phenotype (i.e. the number of offspring in the unit of time) is

4 For a comprehensive survey, see Altman et al. (2006) and references therein.

5 We see here that the “simple organisms” maxim of evolutionary game theory again turns out to be of paramount importance: modelling human interactions is already a Sisyphean undertaking by itself; trying to delve even deeper into the human thought process by proposing a mathematical model for human learning certainly bears little ties to reality.
assumed proportional to the rewards gained therein by the individuals of the phenotype in question.\footnote{We should also mention here the important distinction between an organism’s “genotype” (the full hereditary information encoded in its genetic makeup) and its “phenotype”, i.e. the whole of its observed properties, such as its morphology and behavioral patterns (\cite{Johanssen1903, Lewontin1974}). In the theory of evolutionary synthesis, natural selection is based on an organism’s phenotype (which determines the interaction of the organism with other organisms), while heredity is determined by its genotype. Unfortunately, the epigenetic process which maps genotypes to phenotypes is not very well understood, so we will take the biometric approach of population genetics and restrict ourselves to the phenotype space.}

So, if $z_{ia}$ denotes the population of the $\alpha$-th phenotype of species $i$ and $u_{ia}$ denotes its reproductive fitness (as determined by the state of the various species and the evolutionary game in question), the evolutionary postulate that we just described gives:

$$\frac{dz_{ia}}{dt} = z_{ia} u_{ia}. \quad (1.1)$$

Thus, if $z_i = \sum_\beta z_{i\beta}$ is the total population of the $i$-th species and $x_{ia} = z_{ia}/z_i$ denotes the relative population share of phenotype $\alpha$, a simple application of the chain rule yields the replicator equation:

$$\frac{dx_{ia}}{dt} = x_{ia} (u_{ia} - u_i), \quad (1.2)$$

where $u_i$ denotes the population average of the $i$-th species: $u_i = \sum_\beta x_{i\beta} u_{i\beta}$.

Now, given that this evolutionary approach concerns rapidly evolving species and populations which are rarely encountered outside population biology, the “learning” value of (1.2) is not immediately apparent. However, if the index $\alpha$ instead refers to one of the possible actions of some individual $i$ (say, which path to choose in a network) and $u_{ia}$ represents the gains associated to this action, then (1.2) can be viewed as a learning process, simply by reinterpreting $x_{ia}$ as the probability with which player $i$ employs his $\alpha$-th action.\footnote{Of course, this presumes that players’ actions are drawn from a finite set and that their “rewards” are a function of the probability with which they pick an action; for more details, see Chapter 2.} In this manner, the replicator dynamics also represent an adaptive learning scheme with the payoff differences $u_{ia} - u_i$ measuring the propensity of player $i$ choosing action $\alpha$.

There is an alternative “learning” interpretation of the replicator dynamics which, while not as straightforward, will be equally important for our purposes. To see how it works, assume that every player of the game keeps a cumulative score of his actions by means of the differential equation:

$$dU_{ia} = u_{ia} dt. \quad (1.3)$$

Clearly, the higher the score $U_{ia}$ of an action $\alpha$, the better this action will have performed over time for player $i$. Taking note of this fact, the players update the probabilities $x_{ia}$ with which they pick their actions according to the Boltzmann distribution

$$x_{ia} = e^{U_{ia}} / \sum_\beta e^{U_{i\beta}}. \quad (1.4)$$

which, after a simple differentiation, again yields the replicator dynamics (1.2).

This learning scheme is called “exponential learning”\footnote{Or “logit” learning, though “logistic” would be a better fit – see Chapter 4 for more details.} and, together with the direct learning interpretation of (1.2), it shows that the replicator dynamics emerge as the common denominator of both evolution and learning.
Of course, it should be noted here that the replicator dynamics are not the only evolutionary dynamics considered in connection with game theory. However, they do possess three unique qualities which have ever drawn mathematicians like moths to the proverbial flame: a) they are simple and straightforward to state; b) they are naturally derived from first principles; and c) they have this intangible trait which mathematicians call “elegance” and which quickly becomes apparent to any one who spends some time investigating their properties. For all these reasons, evolution will be, for us, synonymous to evolution under the replicator dynamics, and questions about evolutionary justification will always be phrased in terms of \((1.2)\).

Accordingly, these dynamics provide an excellent way to attack some of the most fundamental questions of evolutionary game theory: for instance, do ill-adapted (suboptimal) phenotypes become extinct over time? Are the “equilibria” predicted by game theory steady states of \((1.2)\)? And, assuming they are, are they also stable? Are they attracting? Conversely, can evolution ever lead a species to a state which is game-theoretically “irrational”? In short: what are the rationality properties of the replicator dynamics \((1.2)\)?

A revealing, if incomplete, list of answers to these questions is this: yes, ill-adapted phenotypes (“dominated strategies” in game-theoretic jargon) do become extinct, the only surviving phenotypes being the “rationally admissible” ones (Samuelson and Zhang, 1992); game-theoretic equilibria are indeed steady states of \((1.2)\), but they are not always attracting, nor are they always stable (Weibull, 1995); in fact, they are not even the only steady states of \((1.2)\), but if a steady state is evolutionarily attracting, then it is necessarily an equilibrium of the game (Nachbar, 1990).

These properties are usually grouped together under the so-called folk theorem of evolutionary game theory, a term coined to reflect both a mildly vague statement (due to certain details being omitted when they depend on the class of games considered) and a rather muddled origin. Nevertheless, despite its somewhat nebulous nature, the folk theorem shows that game-theoretic predictions are fully justified from an evolutionary/learning perspective: dubious as the postulates of rationality might appear when applied to entities with higher-level cognitive functions, they emerge triumphant when genetic (or ordinary) programming purges the particulars of individuality.

### 1.3 The Effect of Stochastic Fluctuations

Admittedly, the folk theorem rests on an implicit (but crucial) assumption: that the payoffs \(u_{ij}\) which measure the reproductive fitness of a specific phenotype depend on the state of the various interacting species alone, i.e. that they are independent of external environmental conditions. Unfortunately, this requirement is not always met: nature always has a say on reproductive matters, and there are many births and deaths which occur as the result of unpredictable external factors (commonly referred to as the “weather”, even though the actual climate might have little relevance to the specific problem).

---

9 A notable alternative is the Brown-von Neumann-Nash dynamics (Fudenberg and Levine, 1998).
10 In a certain sense, we will see that they are the simplest possible evolutionary dynamics.
11 The fact that the Lotka-Volterra predator-prey model and the Price equation can both be recast in terms of the replicator dynamics further reinforces the prominent position of the latter – see also the unifying expositions by Nowak and Page (2002), Cressman (2003), and Hofbauer and Sigmund (2003).
12 The first appearance of the theorem is often traced back to Friedman (1971), but Weibull (1995) gives a much more detailed account in terms of actual content.
To model random disturbances of this kind, Fudenberg and Harris (1992) proposed a version of the replicator dynamics where the phenotype populations $Z_{ia}$ are perturbed by “aggregate shocks”. More precisely, their starting point was that the growth rates of (1.1) are still driven by the phenotypes’ reproductive fitness $u_{ia}$, but that they are also perturbed by independent “white noise” processes $W_{ia}$, accounting for the fickle hand of nature. In other words, Fudenberg and Harris replaced the deterministic growth equation (1.1) with the stochastic differential equation (SDE):

$$dz_{ia} = z_{ia}(u_{ia} \, dt + \sigma_{ia} \, dW_{ia}),$$

where the diffusion coefficients $\sigma_{ia}$ measure the intensity of nature’s interference. In this way, by applying Itô’s lemma (the stochastic equivalent of the chain rule; see Chapters 3–5 for details), one obtains the replicator dynamics with aggregate shocks:

$$dx_{ia} = x_{ia} \left[ (u_{ia}(x) - u_i(x)) - \left( \sigma_{ia}^2 x_{ia} - \sum_{\beta} \sigma_{ia\beta}^2 x_{i\beta}^2 \right) \right] \, dt$$

$$+ x_{ia} \left[ \sigma_{ia} \, dW_{ia} - \sum_{\beta} \sigma_{ia\beta} x_{i\beta} \, dW_{i\beta} \right].$$

Needless to say, these aggregate shocks complicate things by quite a bit: for starters, the noise coefficients $\sigma_{ia}$ do not appear only in the diffusive term $x_{ia}(\sigma_{ia} \, dW_{ia} - \sum_{\beta} \sigma_{ia\beta} \, dW_{i\beta})$, but also in the deterministic drift of the dynamics (1.6). As a result, one expects that the corresponding rationality properties of the stochastic replicator dynamics will be similarly affected, mirroring the interference of nature with the game. To that effect, Cabrales (2000) showed that dominated phenotypes still die out, but only if the variance $\sigma_{ia}$ of the shocks is low enough. More recently, the work of Imhof (2005) revealed that even equilibrial states emerge over time but, again, conditionally on the shocks being mild enough (see also Hofbauer and Imhof, 2009).

On the other hand, since the noise coefficients $\sigma_{ia}$ owe their presence in the drift of (1.6) to the way that the aggregate shocks dynamics (1.6) are derived from the population growth equation (1.5), it is not a priori obvious whether the stochastic dynamics (1.6) remain appropriate from the point of view of learning. This is one of the central questions that this dissertation seeks to address and, indeed, it turns out that this is not the case: if the players adhere to an exponential learning scheme, the stochastic perturbations $W_{ia}$ should instead be applied directly to the scores of (1.3), leading to the stochastic differential equation:

$$du_{ia} = u_{ia} \, dt + \sigma_{ia} \, dW_{ia}.$$  (1.7)

So, if the probabilities with which players choose their actions are given by the Boltzmann distribution (1.4), the rules of Itô calculus yield the stochastic replicator dynamics of exponential learning:

$$dx_{ia} = x_{ia} [u_{ia}(x) - u_i(x)] \, dt$$

$$+ \frac{1}{2} x_{ia} \left[ \sigma_{ia}^2 (1 - 2x_{ia}) - \sum_{\beta} \sigma_{ia\beta}^2 (1 - 2x_{i\beta}) \right] \, dt$$

$$+ x_{ia} \left[ \sigma_{ia} \, dW_{ia} - \sum_{\beta} \sigma_{ia\beta} x_{i\beta} \, dW_{i\beta} \right].$$

(As before, we refer the reader to Chapters 4 and 5 for a more detailed account of these issues.)
We thus see that in the presence of noise, evolution and learning lead to very different dynamics; hence, one would expect that the rationality properties of the replicator dynamics in these two contexts will be just as different. Indeed, in stark contrast to the results of Cabrales and Imhof, we will see in Chapter 4 that suboptimal choices always die out in the long run, irrespective of the fluctuations’ magnitude; even more to the point, the game’s (strict) equilibria are the only steady states of the stochastic dynamics (1.8) which remain attracting and stable with arbitrarily high probability. In other words, despite all the noise which interferes with the players’ choices, exponential learning gives players a clearer picture of the underlying game than natural selection, allowing them to eventually settle down to a “rationally admissible” state.

This robustness quality is precisely what makes the exponential learning scheme (and learning methods in general) so appealing from the viewpoint of network theory (where stochastic perturbations are, quite literally, omnipresent). That said, noise plays a different part in each application of game theory to networks, so, although a general theory of stochastically fluctuating games is necessary for our work, it would be naïve of us to expect that it would also be the end of it. That being the case, the main objective of this dissertation will be twofold: first, to provide the foundations for such a general theory, and then to showcase its potential with a few concrete applications.

1.4 Thesis Outline and Overview of Results

This thesis consists of three parts. The first part (Chapters 2 and 3) is an introductory one where we give a brief overview of the game-theoretic material and stochastic calculus tools that we will use in our analysis. The other two parts roughly correspond to the two principal objectives mentioned above: in Part II (Chapters 4 and 5) we provide a theoretical analysis of stochastically perturbed games, while in Part III (Chapters 6 and 7), we analyze the applications of this theory to communication networks. A more detailed outline follows below – consult also the flow diagram at the beginning of this dissertation:

Chapter 2 is mostly a reference chapter, consisting of an epigrammatic overview of game theory geared towards the specifics of our work. We begin with the static background of evolutionary game theory, giving the definitions for games in normal form (in their various incarnations) and their solution concepts (dominated strategies, Nash equilibria and Wardrop’s principle, etc.). We then follow up with a discussion of evolutionary concepts (such as evolutionarily stable strategies) and present the basic properties of the replicator dynamics in deterministic environments.

Chapter 3 is also expository in nature. In the interest of completeness, our goal is to give a bird’s eye view of the tools from stochastic analysis that we will employ in our study of randomly fluctuating games: the calculus of (Itô) diffusions, the partial differential equations that are associated to their evolution (namely the Kolmogorov backward equation and its forward counterpart, the Fokker-Planck equation), and the stability properties of these diffusions.

Chapter 4 is where our analysis proper begins. After deriving the stochastic replicator dynamics of exponential learning for Nash games with a finite number of players, we proceed to show that dominated strategies die out at an exponential rate, no matter how loud the noise becomes. In fact, by induction
on the rounds of elimination of dominated strategies, we show that this is true even for iteratively dominated strategies: despite all the random disturbances, only rationally admissible strategies can survive in the long run. Finally, with respect to equilibrial play, we also show that the strict Nash equilibria of $N$-person Nash games are stochastically stable in the dynamics of exponential learning, thus recovering the folk theorem of evolutionary game theory.

**Chapter 5** extends our results to games with continuous player sets, accounting in this way for the large population requirements of evolutionary games. Other than an infinite player set, a big difference between these games and finite player Nash games is that payoffs here no longer need be multilinear (as is the case in the probabilistic interpretation of expected gains in Nash games). Despite this nonlinearity, much of our analysis carries through to games of this type, establishing a series of similar results. In addition to all that, if the game in question admits a potential (an important attribute which bears close ties to congestion mechanisms), then we are able to derive results of global convergence to the neighbourhood of evolutionarily stable strategies.

**Chapter 6** comprises our first concrete network application. In particular, we study the distribution of traffic in networks whose routers try to minimise their delays by adhering to a simple learning scheme inspired by the replicator dynamics of evolutionary game theory. The stable steady states of these dynamics coincide with the network’s Wardrop equilibria and form a convex polytope whose dimension is determined by the network’s redundancy (an important concept which measures the “linear dependence” of the users’ paths). Despite this abundance of stationary points, the long-term behaviour of the replicator dynamics turns out to be remarkably simple: every solution orbit converges to a Wardrop equilibrium.

On the other hand, a major challenge occurs when the users’ delays fluctuate unpredictably due to random external factors. In that case, interior equilibria are no longer stationary, but strict equilibria remain stochastically stable irrespective of the fluctuations’ magnitude. In fact, if the network has no redundancy and the users are patient enough, we show that the long-term average of the users’ traffic flows converges to the vicinity of an equilibrium, and we also estimate the corresponding invariant measure.

**Chapter 7** marks a turn towards wireless networks. The problem we consider is that of a large number of wireless users who are able to switch dynamically between multiple wireless access-points (possibly belonging to different wireless standards). Even if users start out completely uneducated and naïve, we show that, by using a fixed set of strategies to process a broadcasted training signal, they quickly evolve and converge to a correlated equilibrium. In order to measure efficiency in this stationary state, we adapt the notion of the price of anarchy to this wireless setting and we obtain an explicit analytic estimate for it by using methods from statistical physics (namely the theory of replicas). Surprisingly, we find that the price of anarchy does not depend on the specifics of the wireless nodes (e.g. their spectral efficiency) but only on the number of strategies per user and a particular combination of the number of nodes, the number of users and the size of the training signal.

**Chapter 8** contains the conclusions of our work and a number of open research directions for the future.

To streamline our presentation, the most technical points of our proofs and calculations have been relegated to a series of appendices at the end.
NOTATIONAL CONVENTIONS

Before proceeding further, we should note here one fundamental underlying assumption which will help readers preserve their sanity:

"Things are as nice as possible."

For example, we will rarely make a distinction between objects that are naturally isomorphic, functions will be assumed to be as smooth as needed on the fly, topological spaces will be taken to be as separable as desired, and, sometimes, we will even identify equivalence classes with their representatives or random variables with their laws.

This should not be taken to mean that rigor is not important to us. Quite the contrary: in most places, assumptions will be clearly stated because the extra degree of generality afforded (or denied) by them will be crucial for our purposes. However, there are also points where a meticulous statement of every assumption would simply confound the reader. When this dubious case arises, we will choose to err on the side of simplicity and readability, relying on the context and common sense to do away with technical nonsense.

So, without further ado, let $\mathcal{S} = \{s_a\}_{a=0}^n$ be a finite set. We define the vector space spanned by $\mathcal{S}$ over $\mathbb{R}$ (also known as the free vector space on $\mathcal{S}$ over $\mathbb{R}$) to be the set of all formal linear combinations of elements of $\mathcal{S}$ with real coefficients, i.e., the set of all functions $x : \mathcal{S} \to \mathbb{R}$. In tune with standard set-theoretic notation, we will denote this space by $\mathbb{R}^\mathcal{S} \equiv \text{Maps}(\mathcal{S}, \mathbb{R})$.

In this way, $\mathbb{R}^\mathcal{S}$ admits a canonical basis $\{e_a\}_{a=0}^n$ consisting of the indicator functions $e_a : \mathcal{S} \to \mathbb{R}$ which take the value $e_a(s_a) = 1$ on $s_a$ and vanish otherwise; in particular, if $x \in \mathbb{R}^\mathcal{S}$ has $x(s_a) = x_a$, we will have $x = \sum x_a e_a$, so clearly, $\mathbb{R}^\mathcal{S} \cong \mathbb{R}^{|\mathcal{S}|}$ (where $|\mathcal{S}|$ denotes the cardinality of $\mathcal{S}$). Hence, under the natural identification $s_a \mapsto e_a$, we will make no distinction between the elements $s_a$ of $\mathcal{S}$ and the corresponding basis vectors $e_a$ of $\mathbb{R}^\mathcal{S}$; in fact, to avoid drowning in a morass of indices and ugly expressions such as $H_{e_a}$, we will routinely use $a$ to refer interchangeably to either the element $s_a$ of $\mathcal{S}$ or the basis vector $e_a$ of $\mathbb{R}^\mathcal{S}$ (writing e.g., "$a \in \mathcal{S}$" instead of "$s_a \in \mathcal{S}$"). In the same vein, we will also identify the set $\Delta(\mathcal{S})$ of probability measures on $\mathcal{S}$ with the standard $n$-dimensional simplex of $\mathbb{R}^\mathcal{S}$: $\Delta(\mathcal{S}) \equiv \{x \in \mathbb{R}^\mathcal{S} : \sum x_a = 1 \text{ and } x_a \geq 0\}$ (i.e. the convex hull of the basis vectors $e_a$).

Concerning players and their actions (pure strategies), we will follow the original convention of Nash (1951) and employ Latin indices $(i, j, \ldots)$ for players (or classes thereof), while reserving Greek ones $(\alpha, \beta, \ldots)$ for their (pure) strategies. Also, when the need arises to differentiate between the strategies of an individual player, we will use $\alpha, \beta, \ldots$ for strategy indices that start at 0 and $\mu, \nu, \ldots$ for those that start at 1.

In addition to all that, if the players’ action sets $A_i$ are disjoint (as is typically the case), we will identify their union $\bigcup_i A_i$ with the disjoint union $A \equiv \biguplus_i A_i = \bigcup \{(a, i) : a \in A_i\}$ via the canonical isomorphism $a \in A_i \mapsto (a, i) \in A$. In this manner, if $\{e_a\}$ is the natural basis of $\mathbb{R}^A$ and $\{e_a\}$ denotes the corresponding basis of $\mathbb{R}^{A_i} \equiv \biguplus_i \mathbb{R}^{A_i}$, we will occasionally drop the index $i$ altogether and write $x = \sum_a x_a e_a \in \mathbb{R}^A$ instead of $x = \sum_{a,i} x_{a,i} e_{a,i} \in \biguplus_i \mathbb{R}^{A_i}$. Similarly, when it is clear from the context that we are summing over the pure strategies $A_i$ of player $i$, we will use the shorthand $\sum_{A_i} \equiv \sum_{a \in A_i}$.

Finally, with regards to probability, if $X(t)$, $t \geq 0$, is some stochastic process in $\mathbb{R}^d$ starting at $X(0) = x \in \mathbb{R}^d$, we will denote its law by $P_{X,x}$. However, if there is no doubt as to the process which we are referring to, its law will
be denoted more simply by $P_x$ and, in that case, we will employ the term “almost surely” instead of the somewhat unwieldy “$P_x$-almost surely”. Also, in typical probabilistic fashion, we will drop the arguments of random variables whenever possible, writing e.g. $P(X = x)$ instead of $P\{\omega : X(\omega) = x\}$.

We should reiterate here that if spelling out things to an iota would add to the transparency of the presentation rather than subtract from it, we will not hesitate to break these conventions and carry around any additional notational baggage that the situation might call for. We do this in the hope that the reader will be generous enough to forgive the sacrifice of a small degree of consistency in the pursuit of clarity.
Part I
THEORETICAL PRELIMINARIES
A BRIEF EXCURSION IN GAME THEORY

Even though it has been over five decades since the foundational work of von Neumann and Morgenstern (1944) and the seminal papers of Nash (1950a,b, 1951), there appears to be no universal consensus for notation and nomenclature among game theorists, often leading to fairly confusing conflicts of terminology. To avoid such issues, and also for the sake of completeness, we will present here a brief overview of game-theoretic essentials, loosely based on the panoramic surveys of Fudenberg and Tirole (1991), Fudenberg and Levine (1998) and the excellent book by Weibull (1995).

To spare the reader the embarrassment of successive (re)definitions and extensive (re)adaptations of previous ones, we have chosen to be as general as possible right from the beginning. The price for this early generality is that it requires a degree of abstraction which some readers might find burdensome, especially those not already acquainted with some of the concepts presented.¹ To avoid this Bourbaki-type pitfall, we have endeavored to lace our presentation with concrete examples, and also to keep these examples as free as possible of technical details.

2.1 GAMES IN NORMAL FORM

Let us begin with an example of a true children’s game: Rock-Paper-Scissors.² Since Rock crushes Scissors, Scissors cut Paper, and Paper covers Rock, there is no “dominant” strategy and the outcome of the game is essentially based on chance, making it an excellent way to resolve children’s disputes.³ Of course, human players might attempt any number of psychological ruses to confound their opponents, such as shouting “Rock” before they play or attempting to second-guess their opponents’ pattern of play in a rationale similar to that of Harsányi’s “belief hierarchy” (Harsányi, 1967-1968). Ultimately however, no such trick can yield consistent gains against a truly random strategy which employs Rock, Paper or Scissors with equal probability – a consequence of the game’s perfect symmetry.⁴ For this reason, this “mixed” strategy marks the game’s “equilibrium”: a player who deviates from the probability distribution (1/3, 1/3, 1/3) will, over time, lose if his opponent sticks to it with the faith of a true believer.

¹ In defense of our choice, we should state that we really do need every bit of generality introduced.
² Known as jan-ken-pon in Japan, where the game is equally widespread.
³ Interestingly enough, these disputes may also involve adult children as well. In 2006, Federal Judge Gregory Presnell from the Middle District of Florida, exasperated by the endless legalistic debates of Avista management v. Wausau Underwriters, ordered opposing sides to settle a trivial point regarding the location of a witness deposition by playing a game of Rock-Paper-Scissors on the front steps of the federal courthouse in Tampa (The Seattle Times, June 10, 2006).
⁴ In fact, a popular strategy in Rock-Paper-Scissors tournaments is to memorize the digits of some irrational number (such as π or e) mod3, ignoring zeros (The New York Times, September 5, 2004). Thankfully, mathematicians have devoted more energy to the question of whether these distributions of digits are truly uniform rather than devising strategies of this kind.
Another example of a game is that which we inadvertently play whenever we connect to the Internet. Indeed, in its most abstract form, the Internet can be viewed as a network over which a user places some demands, e.g., download page “X” from server “Y”, split a video stream over channels “A” and “B”, etc. However, each time a user chooses (consciously or not) an Internet route, he will have to contend with all other users that share this path’s links, leading to congestion and great delays if many users make the same choice. In this way, Internet users can be seen as “players”, trying to choose their routes in such a way so as to minimize the delays that they experience.

We thus see that a game roughly consists of three components: 1) a set of players, representing the competing entities; 2) the possible actions that the players can take in the game; and 3) the rewards associated to the couplings of these actions. Once these components have been described, the resulting entity will be called a game in normal (or strategic) form.\(^{5}\)

To make this more precise, our starting point will be a set of players \(N\), together with a finite measure \(\nu\) on \(N\) which “accounts” for all players \(i \in N\) (in the sense that the singletons \(
\{i\}\subseteq N\) are all \(\nu\)-measurable). This measure will allow us to “count” players: for instance, if the player set \(N\) is itself finite, \(\nu\) will always be taken to be the counting measure on \(N\); alternatively, if we wish to study large, “continuous” populations of players, this measure will be nonatomic (such as Lebesgue measure on the interval \(N = [0,1]\) for a population of “mass” 1).

The players’ possible actions in the game will be represented by their strategy sets \(\Delta_i, i \in N\). For our purposes, we will assume that these sets are locally compact Hausdorff spaces and that the relative topologies induced on \(\Delta_i \cap \Delta_j\) agree for all \(i, j \in N\). Thanks to this compatibility condition, \(\Delta_0 \equiv \bigcup \Delta_i\) inherits a natural Borel structure arising from the union topology (the finest topology in which the inclusions \(\Delta_i \hookrightarrow \Delta_0\) are continuous). In this way, an admissible strategy profile \(x \in \prod \Delta_i\) will just be a measurable function \(x : N \to \Delta_0\) that maps \(i \mapsto x_i \in \Delta_i\) for all players \(i \in N\) – that is to say, \(x_i \in \Delta_i\) is just the action taken by player \(i \in N\), and we assume that this choice is made in a “measurable” way. For technical reasons, we will also require that the push-forward measure \(x_*\nu\) induced on \(\Delta_0\) by \(x\) (given by \(x_*\nu(U) = \nu(x^{-1}(U))\)) for any Borel \(U \subseteq \Delta_0\) is inner regular, and, hence, Radon (since \(\nu\) is finite).

As is customary, we will identify two profiles which agree \(\nu\)-almost everywhere, except when we need to focus on the strategy of a particular player \(i \in N\) against that of his opponents \(N_{\neg i} \equiv N \setminus \{i\}\); in that case, we will use the shorthand \((x_{\neg i}; q_i)\) to denote the profile which agrees with \(x\) on \(N_{\neg i}\) \((\nu\text{-a.e.})\) and maps \(i \mapsto q_i \in \Delta_i\). The set \(\Delta\) of all such profiles \(x \in \prod \Delta_i\) will then be referred to as the strategy space of the game – note that this space is itself Borel because it inherits the subspace topology from the product \(\prod \Delta_i\).

Bearing all this in mind, the fitness of the players’ strategic choices will be determined by their payoff functions (or utilities) \(u_i : \Delta \to \mathbb{R}, i \in N\); in particular, \(u_i(x) \equiv u_i(x_{\neg i}; x_i)\) will simply represent the reward that player \(i \in N\) receives in the strategy profile \(x \equiv (x_{\neg i}; x_i) \in \Delta\), i.e. when he plays \(x_i \in \Delta_i\) against his opponents’ strategy \(x_{\neg i} \in \prod_{\neg i} \Delta_{\neg i}\). The only further assumptions that we will make is that these payoff functions be (Borel) measurable and that \(u_i(x_{\neg i}; x_i) = u_i(x'_{\neg i}; x_i)\) whenever \(x\) and \(x'\) agree \(\nu\text{-a.e.}\) on \(N_{\neg i}\).

This collection of players \(i \in N\), their strategy sets \(\Delta_i\), and their payoff functions \(u_i : \Delta \to \mathbb{R}\) will be our working definition for a game in normal form, usually

\(^{5}\) The adjective “normal” is used here in contrast to games in “extensive form” (such as chess or Go) where one is interested in the particular move sequences and their ramifications.
Players: $N = \{1, 2\}$.

- Player actions: $A_i = \{R, P, S\}, i = 1, 2$.

- Strategies: $\Delta_i = \Delta\{R, P, S\}, i = 1, 2$.

- Payoff matrix:

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>(−1, 1)</td>
<td>(0, 0)</td>
<td>(−1, 1)</td>
</tr>
<tr>
<td>P</td>
<td>(0, 0)</td>
<td>(−1, 1)</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>S</td>
<td>(−1, 1)</td>
<td>(−1, 1)</td>
<td>(0, 0)</td>
</tr>
</tbody>
</table>

Nash equilibrium

\[
\Delta_i \equiv \Delta\{R, P, S\}
\]

Figure 2.1: Rock-Paper-Scissors in strategic form.

denoted by $G \equiv G(N, \Delta, u)$. Additionally, if the payoff functions $u_i : \Delta \to \mathbb{R}$ happen to be continuous, the game $G$ will be called continuous as well.

Needless to say, this abstract definition is fairly elaborate, so we will immediately proceed with a few important examples to clarify the concept (and illustrate where each piece of generality is required).

### 2.1.1 $N$-person Games

As the name suggests, the players in $N$-person games are indexed by the finite set $N = \{1, 2, \ldots, N\}$, endowed with the usual counting measure. Since $N$ is finite, any strategy allocation $x : N \to \bigcup \Delta_i$ will be measurable and, hence, the game’s strategy space will simply be the finite product $\Delta \equiv \prod \Delta_i$ (thus doing away with most of the technical subtleties of the more general definition).

This is also the point where we recover the original scenario considered by Nash (1951). To see how, assume that every player $i \in N$ comes with a finite set $A_i$ of actions (or pure strategies) which can be “mixed” according to some probability distribution $x_i \in \Delta(A_i)$ (cf. our notational conventions in Chapter 1). In this interpretation, the players’ strategy sets are just the simplices $\Delta_i \equiv \Delta(A_i)$ (see also Fig. 2.1), and their payoff functions $u_i : \Delta \to \mathbb{R}$ will be given by the multilinear expectations:

\[
u_i(x) = u_i(x_1, \ldots, x_N) = \sum_{a_1 \in A_1} \cdots \sum_{a_N \in A_N} x_1, a_1 \cdots x_N, a_N \cdot u_i(a_1, \ldots, a_N), \quad (2.1)
\]

where $x_i = \sum_{k} x_{i,k} e_{i,k}$ in the standard basis $\{e_{i,k}\}$ of $\mathbb{R}^{A_i}$ and $u_i(a_1, \ldots, a_N)$ is the reward that player $i$ would obtain by choosing $a_i \in A_i$ against his opponents’ action $a_{-i} \equiv \prod_{j \neq i} A_j$.

Because of this (multi)linear structure, we will frequently refer to these Nash-type games as linear games to contrast them with more general $N$-person games where strategy spaces and payoff functions might fail to have any sort of linear structure whatsoever – for example, as is the case with the class of concave games considered by Rosen (1965).

### 2.1.2 Populations and Evolutionary Games

As we have already seen, the building blocks of evolutionary game theory are games which are played by uncountably many players. As such, these nonatomic population games require the full breadth afforded by our more
abstract definition – see also Schmeidler (1973) for what seems to be the first attempt to axiomatize nonatomic games.

The first piece of additional structure encountered in these games is a measurable partition \( N = \bigcup_{k=1}^{N} N_k \) of the player set \( N \) into \( N \) disjoint populations (or classes) \( N_k \subseteq N \), representing the “species” involved in the game. Every player \( i \in N \) belongs to a unique class \( N_k \) which we denote by \text{class}(i), and each of these classes is “measured” by the corresponding restriction \( v_k \) of the measure \( v \) on \( N_k (v_k(B) = v(B \cap N_k) \) for any Borel \( B \subseteq N \)). Usually, these classes consist of a “continuum” of players, in which case we assume that the measures \( v_k \) are nonatomic: individual players have measure zero, reflecting the fact that they carry a negligible impact on the species to which they belong.

The second fundamental assumption is that this classification of players (their taxonomy) also determines how they interact with their environment and with each other. More precisely, this means that the strategy sets of two players that belong to the same population coincide: \( \Delta_i = \Delta_i \) whenever \text{class}(i) = \text{class}(j). Bearing this in mind, we will write \( A_k \) for the common strategy set of the \( k \)-th population and \( A_0 \) for the union of all these sets: \( A_0 = \bigcup_{k=1}^{N} A_k = \bigcup_{i \in N} \Delta_i \).

With all this said and done, note that every strategy profile \( x : N \to A_0 \) pushes forward a (by assumption, Radon) measure \( \hat{x}_k \) on \( A_k \) in the usual way:

\[
\hat{x}_k(U) \equiv (x_U)(U) = v_k(x^{-1}(U)) = \nu \{ i \in N_k : x_i \in U \}
\]

for any Borel \( U \subseteq A_k \); in other words, \( \hat{x}_k(U) \) is just the measure of players in population \( N_k \) whose chosen strategy lies in \( U \subseteq A_k \). This collection of measures gives rise to the strategy distribution \( \hat{x} = (\hat{x}_1, \ldots, \hat{x}_N) \), which, by construction, is a Radon measure on the product space \( A = \prod_k A_k \).

Obviously, the relation between a strategy profile and its distribution is precisely that between a random variable and its law:6 whereas the profile \( x \) records the actual strategic choices of the players, the distribution \( \hat{x} \) measures their density. Accordingly, since players in population games are completely characterized by the species to which they belong, payoffs should depend solely on this strategy distribution and not on the individual strategic choices of each player.

Specifically, if \( P_0(A) \) is the space of all strategy distributions equipped with the topology of vague convergence (recall that we are working with Radon measures on locally compact Hausdorff spaces), we may assume that there exist continuous functions \( \tilde{u}_k : P_0(A) \times A_k \to \mathbb{R}, k = 1, \ldots, N, \) such that:

\[
u_i(x) = \tilde{u}_k(\hat{x}; x_i) \text{ for all } i \in N_k. \tag{2.3}
\]

Put differently, this means that players are assumed anonymous: as long as the overall strategy distribution \( \hat{x} \) stays the same, payoffs determined by (2.3) will remain unaffected even by positive-mass migrations of players from one strategy to another (and not only by migrations of measure zero).

**Evolutionary games** Again, it would serve well to illustrate this abstract definition by means of a more concrete example. To wit, in evolutionary game theory, populations are usually represented by the intervals \( N_k = [0, m_k] \), where \( m_k > 0 \) denotes the “mass” of the population under Lebesgue measure.

---

6 After all, if we renormalize the (finite) population measure \( v \) to unity, we see that the strategy profile \( x : N \to A_0 \) is just a random variable on the observation space \( \Delta_0 \).
The strategy spaces \( A_k \) are also assumed to be finite,\(^7\) so a strategy distribution can be viewed as a point in the (finite-dimensional) product \( \prod_k m_k \Delta(A_k) \). Thus, if player \( i \in \mathbb{N}_k \) chooses \( \alpha \in A_k \), his payoff will be given by:

\[
 u_{ka}(x) = u_k(x; \alpha),
\]

(2.4)

where, in a slight abuse of notation, we removed the hats from \( \hat{u}_k \) and \( \bar{x} \) in order to stress that they are the fundamental quantities which describe the game (it will always be clear from the context whether we are referring to the strategy distribution in \( P_0(A) \) or to the actual strategy profile \( x : N \rightarrow A_0 \)).

This choice of notation is very suggestive for another reason as well: if we set \( \Delta_k = m_k \Delta(A_k) \), then these simplices may be taken as the strategy sets of an associated \( N \)-person game whose players are indexed by \( k = 1, \ldots, N \) (that is, they correspond to the populations themselves). The only thing needed to complete this description is to define the payoff functions \( u_k : \Delta \equiv \prod_k \Delta_k \rightarrow \mathbb{R} \) and a natural choice in that direction would be to take the population averages:

\[
 u_k(x) = m_k^{-1} \sum_{\alpha} x_{ka} u_{ka}(x),
\]

(2.5)

where \( x_{ka} \) are the coordinates of \( x \) in the standard basis of \( \prod_k \mathbb{R}^{A_k} \).

These population averages play a very important role in the class of Nash-type evolutionary games (or random matching games) where payoffs are determined by pairing individuals in some Nash game.\(^8\) What this means is that when the game is played, one individual is chosen from each species \( N_k \) (with probability determined by the population distribution \( x \in \Delta \)), and these individuals are matched to play a Nash-type game whose pure strategies coincide with the species’ action sets \( A_k \). Assuming for simplicity that all populations have unit mass, the payoff \( u_{ka}(x) \) to the phenotype \( \alpha \) in the distribution \( x \) will be given by \( u_{ka}(x) = \hat{u}_k(x_k; \alpha) \), where \( \hat{u}_k(x) \) denotes the expectation:

\[
 u_k(x) = \sum_{\alpha_1 \in A_1} \cdots \sum_{\alpha_N \in A_N} x_{1,\alpha_1} \cdots x_{N,\alpha_N} u_i(\alpha_1, \ldots, \alpha_N).
\]

(2.6)

In this way, we see that the population averages \( u_k(x) = \sum_{\alpha} x_{ka} u_{ka}(x) \) (recall that populations are assumed to have mass 1) essentially encapsulate the whole game: phenotype payoffs \( u_{ka} \) can be derived from the species average (2.6) by the substitution \( x \rightarrow (x_k; \alpha) \) or by the simple differentiation \( u_{ka} = \frac{\partial u_k}{\partial x_{ka}} \) (a procedure which does not work in more general evolutionary games).

Interspecific scenarios like this are called multi-population (or asymmetric) random matching games, to differentiate them from the slightly different variation of single-population ones. As the name suggests, in single-population games there is a single species \( N \) with finitely many phenotypes \( \alpha \in A \), and, at every instance of the game, a pair of individuals is randomly drawn to play a 2-person (symmetric) Nash game with strategies specified by the genetic programming of each phenotype \( \alpha \in A \).\(^9\) Thus, if the population share of \( \alpha \)-type individuals is \( x_\alpha \), their expected payoff in such a match will be:

\[
 u_\alpha(x) = \sum_{\beta} u_{\alpha \beta} x_\beta,
\]

(2.7)

---

7 See Cressman (2005) or Hofbauer et al. (2009) for an exception to this rule.

8 In fact, this term is often used synonymously to evolutionary games, much as \( N \)-person games are commonly taken to refer to Nash-type games.

9 One could also consider matching \( N \)-tuples in a \( N \)-person game, but single-population games of this type have not attracted much interest.
where \( u_{\alpha\beta} \equiv u(\alpha, \beta) \) denotes the (symmetric) payoff matrix of the game. In this fashion, we obtain the single-population average:

\[
u(x) = \sum_{n} x_{n} u_{n}(x) = \sum_{\alpha,\beta} u_{\alpha\beta} x_{\alpha} x_{\beta}, \tag{2.8}\]

which, in contrast to the multi-population case (2.6), is quadratic in the distribution \( x = \sum_{n} x_{n} e_{n} \in \Delta(A) \) and not multilinear (or bilinear, as the case would have it). This disparity is obviously due to the self-interactions which are present in single-population games (and absent in multi-population ones), and it will have some very important consequences later on.

2.1.3 Potential Games

Another important subclass of evolutionary games arises when the payoffs \( u_{\alpha\beta} \) of (2.4) satisfy the closedness condition:

\[
\frac{\partial u_{\alpha\beta}}{\partial x_{\beta}} = \frac{\partial u_{\alpha\beta}}{\partial x_{\alpha}} \quad \text{for all populations } k, \ell \text{ and all strategies } \alpha \in A_{k}, \beta \in A_{\ell}. \tag{2.9}\]

This condition is commonly referred to as “externality symmetry” (Sandholm, 2001), and it describes games where a marginal increase of the players using strategy \( \alpha \) has the same effect on the payoffs to players playing strategy \( \beta \) as the converse increase.\(^\text{10}\) However, the true origins of (2.9) do not lie in economics but in the geometry of physics: externality symmetry simply implies that the vector field \( u_{\alpha\beta} \) (with \( k, \alpha \) taken as a single index running through \( \sum_{k} |A_{k}| \)) is irrotational and, hence, conservative (if interpreted as a force field).

Clearly then, since the strategy distributions of these games live in the simply connected polytope \( \Delta = \prod_{k} \Delta_{A_{k}} \), condition (2.9) amounts to the existence of a potential function \( F : \Delta \to \mathbb{R} \) such that:

\[
u_{\alpha\beta}(x) = -\frac{\partial F}{\partial x_{\alpha}}, \tag{2.10}\]

Thus, if a player \( i \in N_{k} \) makes the switch \( \alpha \to \beta \), his payoff will change by:

\[
u_{\beta\gamma}(x) - \nu_{\alpha\beta}(x) = -\left( \frac{\partial F}{\partial x_{\beta}} - \frac{\partial F}{\partial x_{\alpha}} \right) = -dF_{\alpha}(e_{\beta} - e_{\alpha}), \tag{2.11}\]

where \( \{e_{\alpha}\} \) denotes the standard basis of \( \prod_{k} \mathbb{R}^{A_{k}} \) and \( dF_{\alpha} \) is the differential of \( F \) at \( x \). In other words, the strategy migration \( \alpha \to \beta \) is profitable to a player iff the direction \( e_{\beta} - e_{\alpha} \) descends the potential \( F \), a property of potential games whose ramifications will underlie a large part of our work.

Obviously, the differential nature of condition (2.9) depends crucially on the continuous (and nonatomic) structure of the player set \( N \). However, since evolutionary games can be seen as a limiting case of \( N \)-person games for very large numbers of players,\(^\text{11}\) it would be of interest to see if the condition of externality symmetry also appears in the context of strategic games with a finite number of players.

The simplest way to do this would be to focus on the single-population case: \( N \) players sharing a common, finite set of strategies \( A \). So, let \( n_{\alpha} \equiv n_{\alpha}(x), \alpha \in A \)

\(^{10}\) Strictly speaking, (2.9) implicitly requires the payoff functions \( u_{\alpha\beta} \) to be defined over an open neighborhood of \( \Delta \), but this technicality will very rarely be an issue.

\(^{11}\) The precise limiting procedure need not concern us here; instead, see Sandholm (2001).
denote the number of players choosing \( \alpha \in A \), in the strategy profile \( x : N \to A \) – i.e. \( n_\alpha(x) \) is just the cardinality of the set \( x^{-1}(\alpha) = \{ i \in N : x_i = \alpha \} \). Based on our postulates for evolutionary games, we assume that the \( N \) (atomic) players are indistinguishable and anonymous, so that their payoffs depend only on the distribution \( (n_1, n_2, \ldots) \) of their choices, i.e.:

\[
u_i(x_{-i}; \alpha) \equiv u_\alpha(n_1, n_2, \ldots).
\]

In this way, to obtain the discrete equivalent of (2.10), we should posit the existence of a potential function \( F \equiv F(n_1, n_2, \ldots) \) such that:

\[
u_i(x_{-i}; \alpha) = -\left(F(n_{-\alpha}; n_\alpha + 1) - F(n_{-\alpha}; n_\alpha)\right),
\]

where, in obvious notation, \( (n_{-\alpha}; n_\alpha) \) is just the standard shorthand for \( (n_1, \ldots n_{\alpha}, \ldots) \). If such a function exists, one can easily verify the discrete version of the externality symmetry condition (2.9):

\[
u_\alpha(n_{-\beta}; n_\beta + 1) - \nu_\alpha(n_{-\beta}; n_\beta) = u_\beta(n_{-\alpha}; n_\alpha + 1) - u_\beta(n_{-\alpha}; n_\alpha),
\]

which captures the marginal effect of a player switching strategies \( \alpha \leftrightarrow \beta \).

The converse derivation of (2.13) from (2.14) is not much harder and can be found in the work of Monderer and Shapley (1996), where potential games were given their first thorough examination.\(^\text{12}\) Therein, (2.13) is written in the equivalent (and, also, much more elegant) form:

\[
u_i(x_{-i}; q_i) - \nu_i(x_{-i}; q_i') = -\left(F(x_{-i}; q_i) - F(x_{-i}; q_i')\right),
\]

which has the added benefit of being immediately translatable to any \( N \)-person game (and not only to anonymous games with a finite set of common strategies).\(^\text{13}\) For this reason, we will use this last equation to define finite potential games, while retaining (2.10) for the continuous (nonatomic) case.

\textbf{Remark.} As an added consistency benefit, if the game is Nash, we will have \( u_i(x) = \sum_a x_ia u_{ia}(x) \) where \( u_{ia}(x) = u_i(x_{-i}; \alpha) \). On account of this multilinearity, it easily follows that the potential function \( F \) will be itself multilinear, and a simple differentiation of (2.15) for \( q_i = e_\alpha \) gives \( u_{ia}(x) = -\frac{\partial}{\partial x_\alpha} \). In other words, the definitions (2.10) and (2.15) are “equivalent” in Nash-type games, so we will often use (2.10) in the Nash setting without further discussion.

\subsection{Congestion Games}

The importance of the last class of examples that we will present lies in the fact that they can be used to model competitive situations where players must share a common set of facilities, such as the streets of a road network, water sources, etc. Quite fittingly, these games are called congestion games.

The first component of a congestion game is a set of facilities (or resources) \( S \), typically assumed to be finite. The strategy space \( A_i \) of each player consists of subsets of \( S \), corresponding to the resources that player \( i \) may employ: for

\(^{12}\) The first actual mention of potential games seems to date back to Rosenthal (1977).

\(^{13}\) The fact that this is the natural translation to \( N \)-person games can be seen by looking at Nash games. Indeed, let \( \emptyset \equiv \emptyset(N, A, u) \) be a Nash game where the players’ pure strategies are drawn from the sets \( A_i, i \in N \), and let \( \emptyset^0 \equiv \emptyset^0(N, A, u) \) be the corresponding “pure” game where players are restricted to only play pure strategies. Then, \( \emptyset \) is a potential game in the sense of (2.13) if and only if \( \emptyset^0 \) is; furthermore, if \( F^0 \) is a potential for \( \emptyset^0 \), then its multilinear extension \( F \) is a potential for \( \emptyset \), and, conversely, the restriction of \( F \) to the vertices of \( A \) is a potential for \( \emptyset^0 \).
There are no atoms (minimal sets of positive measure): every individual player has measure zero.

Games where the players’ strategies and payoffs classify them in disjoint populations (or classes). Trivial if we allow populations with zero measure or consisting of a single atom.

Payoffs depend only on the distribution of players among the various strategies and not on their individual strategic choices. Of interest only in games with non-trivial population partitions.

Anonymous nonatomic games, typically with a finite number of populations and strategies per population.

Games where the payoff functions are derived from a potential.

Anonymous population games played over an infrastructure of facilities. Equivalent to potential games.

Table 2.1: A short glossary of game-theoretic prefixes and adjectives.

example, if the set of facilities represents the various streets of a road network, a player’s strategy set might consist of all subsets of streets that comprise a route from home to work. In this manner, players are segregated into disjoint classes \( N_k \), each class characterized by the common strategy space \( A_k \) which is shared by all its players (in the road network analogy, a class would consist of all players with the same origin and destination).

The similarities to population games do not end here: players are again assumed to be anonymous, so that their payoffs only depend on their distribution among the various facilities. However, unlike population games, rewards and costs within a given class of players are unaffected by what happens in facilities not used by any member of the class: the cost of employing a set of resources is simply the sum of the individual facility costs, and each such cost only depends on the number of players utilizing it.

To put this in more rigorous terms, note that the union \( A_0 = \bigcup_k A_k \) of the players’ strategy spaces is itself a subset of the power set \( 2^S \) which contains all possible combinations of facilities (recall that a choice of route entails a choice of a set of streets). In this way, a strategy profile \( x : N \to A_0 \) gives rise to a load profile \( y(x) \in \mathbb{R}^S \), defined in components by:

\[
    y_r(x) = \nu\{i : r \in x_i\}.
\]  

In plain terms, \( y \) reflects the load on each facility \( r \in S \): \( y_r \) is simply the measure of players that employ \( r \in S \). In a similar vein, we assume that the cost of employing \( r \in S \) is a continuous function \( \phi_r(y_r) \) of the load on facility \( r \), while the cost of employing a subset \( a \in 2^S \) of facilities is the sum of the individual costs – after all, to go through a route in a road network, one must first traverse all the constituent streets. Hence, if player \( i \) uses the subset of resources \( a \subseteq S \), his payoff will be given by:

\[
    u_{ia}(x) \equiv u_i(x_{-i}; a) = -\sum_{r \in a} \phi_r(y_r(x)),
\]

the “−” sign stemming from the inverse relation between costs and rewards.

So far, the most interesting feature of congestion games appears to be their applicational value and they do not seem to stand out in terms of theoret-
ical significance. That they actually do so is a consequence of a remarkable observation by Monderer and Shapley (1996) who showed that:

**Theorem 2.1** (Monderer and Shapley, 1996). *Every congestion game is a potential game and every potential game is isomorphic to a congestion game.*

"Isomorphic" here means that (after suitably relabelling strategies) there is a congestion game whose payoff structure exactly mirrors that of the original game. Also, we should note here that the original statement of the theorem concerns games with a finite number of players; however, it is not hard to extend the proof of Monderer and Shapley to account for continuous population games with a finite number of strategies (our working assumption).

At any rate, the converse direction of Theorem 2.1 will not really be of interest us here. What will be far more important for our purposes is the actual potential which lurks beneath congestion games, and which comes in two flavors, continuous and discrete:

\[
F(x) = \sum_{r \in S} \int_0^{y_r(x)} \phi_r(w) \, dw \quad \text{(continuous version)} \tag{2.18a}
\]

\[
F(x) = \sum_{r \in S} \sum_{w=0}^{y_r(x)} \phi_r(w) \quad \text{(discrete version)} \tag{2.18b}
\]

Owing to the work of Rosenthal (1973), this potential function is often called the *Rosenthal potential* of the game (conditions (2.10) and (2.15) are easily checked). Its importance will already become apparent in the next section and the concept will truly shine in Chapter 6.

## 2.2 Solution Concepts in Game Theory

Under the umbrella of rational behavior, selfish players will seek to play those strategies which deliver the best rewards against the choices of their opponents. This general postulate takes on many different guises, each leading to a different *solution concept* of a game. In what follows, we will give a brief account of these solution concepts, only pausing long enough to discuss their potential applications.

### 2.2.1 Dominated Strategies

Needless to say, rational players who seek to maximize their individual payoffs will avoid strategies that always lead to diminished payoffs against any play of their opponents. More precisely:

**Definition 2.2** (Dominated Strategies). Let \( \mathcal{G} \equiv \mathcal{G}(N, \Delta, u) \) be a game in normal form. We will say that the strategy \( x_i \in \Delta_i \) of player \( i \in N \) is **strictly dominated** by \( x'_i \in \Delta_i \) and we will write \( x_i \prec x'_i \) when:

\[
u_i(x_{-i}; x_i) < \nu_i(x_{-i}; x'_i), \text{ for all strategies } x_{-i} \in \Delta_{-i} \text{ of } i's \text{ opponents.} \tag{2.19}\]

**Remark.** If the inequality (2.19) is not strict, we will say that \( x_i \) is **weakly dominated** by \( x'_i \) and we will write \( x_i \preceq x'_i \) instead. Because our primary interest lies in strictly dominated strategies, “dominated” should always be taken to mean “strictly dominated” if it is not accompanied by another adjective.

An example of a dominated strategy occurs in the Prisoner’s Dilemma: as we mentioned in the introduction, “defect” always yields a lesser penalty...
a brief excursion in game theory

dominated strategies can be effectively removed from the analysis of a game \( G \), because rational players will have little incentive to ever use them.

In the Prisoner’s Dilemma, this leaves “defecting” as the only rationally admissible strategy but, in games with a more elaborate strategic structure, this would simply lead to a reduced version of the original game, say \( G_1 \), where some strategies have been eliminated (incurred analogous restrictions on the domains of the payoff functions). However, by deleting a dominated strategy, a new strategy (perhaps of another player) might become dominated – for instance, if the deleted strategy was the only one that was performing worse than the new candidate for deletion. Proceeding ad infinitum, we thus expect to end up with a game \( G_\infty \) with no dominated strategies: in this resolved game, all strategies are “rationally” admissible in the sense that they have survived every round of elimination.

Still, the endgame of this process might not be very interesting because the reduced strategy set might turn out to be empty. An easy (if a bit one-sided) example is a single-player game where the player chooses a real number \( x \in \mathbb{R} \) and is awarded his choice as a payoff: \( u(x) = x \). In this simple game, we obviously have \( x < y \) if and only if \( x < y \), so all strategies are dominated (and strictly so to boot!)

This example goes to show that there are very simple games with no rationally admissible strategies, just as there are conflicts which admit no rational resolution. What goes wrong here is that the player’s payoff function does not assume a maximum value over his strategy space and, hence, no matter what the player chooses, there is always going to be a strictly better strategic choice. In a sense however, this is the only thing that can go wrong: if the payoff \( u_i \) to player \( i \) attains its maximum value at some \( q_i \in \Delta_i \), for a fixed strategy \( x_{-i} \) of \( i \)’s opponents, then the strategy \( q_i \) cannot be dominated by any other strategy in the full strategy space \( \Delta_i \), and will thus remain indomitable in any reduction of \( \Delta_i \) as well.

This observation yields an important sufficient condition for the existence of rationally admissible strategies: if there exists some \( x_{-i} \in \Delta_{-i} \) such that the “constrained” payoff function \( u_i(x_{-i}; \cdot) : \Delta_i \rightarrow \mathbb{R} \) has a maximum value over \( \Delta_i \), then player \( i \) has a rationally admissible strategy. This condition is clearly satisfied in \( N \)-person games with compact strategy spaces and continuous payoff functions, but if the game is also Nash, we can take things a bit further: simply note that the maxima of the game’s multilinear payoffs are to be sought among the vertices of the strategy simplices \( \Delta_i = \Delta(A_i) \). We thus get:

**Proposition 2.3.** Every \( N \)-person game with compact strategy spaces and continuous payoffs possesses rationally admissible strategies. In addition, if the game is Nash, there exists a pure rationally admissible strategy.

Needless to say, even if rationally admissible strategies exist, they do not have to be unique, a fact well-known to any child who has played Rock-Paper-Scissors. In the fortuitous event that the set of these strategies really is a singleton (as in the Prisoner’s Dilemma), the game will be called dominance solvable and the sole surviving strategy will be the game’s rational solution.

### 2.2.2 Nash Equilibrium

On the other hand, not every game can be solved by deleting dominated strategies, so we are forced to explore other rational solution concepts instead.
The fundamental principle to keep in mind is this: if the strategy of a player’s opponents is kept fixed, then that player would seek to play the strategy which maximizes his own payoff. This reasoning leads to the celebrated equilibrium concept put forth by Nash (1950a,b, 1951):

**Definition 2.4 (Nash equilibrium).** Let \( \mathcal{G} = (\mathcal{N}, \Delta, u) \) be a game in normal form. We will say that a strategy profile \( q \in \Delta \) is at Nash equilibrium when:

\[
u_i(q) \geq u_i(q_{-i}; q') \quad \text{for almost every } i \in \mathcal{N} \text{ and all strategies } q' \in \Delta_i. \tag{2.20}
\]

In addition, if the inequality (2.20) is strict for almost every player \( i \in \mathcal{N} \), we will also say that \( q \) is a strict Nash equilibrium.

The set of Nash equilibria of \( \mathcal{G} \) will be denoted by \( \Delta^* = \Delta^*(\mathcal{G}) \); similarly, we will write \( \Delta^*_0 = \Delta^*_0(\mathcal{G}) \) for the game’s set of strict equilibria.

As a first consequence of this definition, we have:

**Proposition 2.5.** A Nash equilibrium is rationally admissible for almost every player.

The proof of this proposition is trivial: if it exists, a Nash equilibrium \( q \) will maximize almost every player’s constrained payoff function \( u_i(q_{-i}; \cdot) \), so it can never be strictly dominated. However, unlike rationally admissible strategies whose existence is relatively easy to establish, Nash equilibria are much more elusive. Indeed, the trouble with the principle of Nash is that every player will be trying to do the same thing at the same time and, in a competitive environment, these concurrent optimization efforts will hardly be compatible with one another. It is thus far from obvious that there exists a strategy profile which is unilaterally stable (in the sense that almost every player has no incentive to deviate if other players keep to their choices).

The first (and most influential) existence result in this direction was proven by Nash himself who, through an audacious use of Brouwer’s fixed point theorem, showed that \( N \)-person linear games always possess an equilibrium. This result was subsequently extended by Rosen (1965) to the class of concave games (concave payoffs over convex strategy spaces), while Schmeidler (1973) essentially settled the issue for nonatomic population games with finite strategy sets – see also Ali Khan (1986) and Milchtaich (2000).

Nevertheless, things can go sour even in very simple games: for example, if players do not mix their pure strategies in Rock-Paper-Scissors, there is no equilibrium – and, albeit discrete, this is even a continuous game. In the author’s opinion, the question of whether equilibria exist in a given game or not is an intrinsic property of the game (or class of games) considered, much akin to the problem of deciding whether a topological space has the fixed point property or not. Fortunately however, we will not have to deal with this issue: the games that we will study will always have equilibria.

**Properties of equilibria.** In Nash’s original scenario (\( N \)-person linear games), there is an alternate characterization of Definition 2.4 which is very useful in practice. Since the payoff functions \( u_i \) are multilinear over the game’s strategy sets \( \Delta_i \equiv \Delta(A_i) \), it follows that the equilibrium condition (2.20) will be satisfied if and only if:

\[
u_{i\alpha}(q) \geq u_{i\beta}(q), \quad \text{for all } \alpha, \beta \in A_i \text{ such that } q_{i\alpha} > 0, \tag{2.21}
\]

---

14 Actually, his first proof (Nash, 1950a) employed Kakutani’s fixed point theorem. The Kakutani proof lends itself better to subsequent generalizations of his result, but the elegance of the Brouwer proof is truly stunning – in the author’s opinion, it was certainly taken from *The Book* of Erdős.
where $u_{ia}(x) \equiv u_i(x_{-i}; \alpha)$ is the payoff that player $i$ would have obtained by playing $\alpha \in \mathcal{A}_i$ against $x_{-i} \in \mathcal{X}_{-i} \equiv \prod_{j \neq i} \mathcal{A}_j$. In other words, a mixed profile $q$ which is at Nash equilibrium will employ only those pure strategies $\alpha \in \mathcal{A}_i$ which yield the greatest payoffs, and these payoffs will necessarily be equal:

$$u_{ia}(q) = u_{ib}(q) \text{ for all } \alpha, \beta \in \text{supp}(q_i),$$

(2.22)

where the support of $q_i$ is defined as supp$(q_i) \equiv \{ \alpha \in \mathcal{A}_i : q_{ia} > 0 \}$.

In evolutionary games, Nash equilibria are captured by a similar condition known as Wardrop’s principle:

$$u_{ka}(q) \geq u_{kb}(q) \text{ for all } \alpha, \beta \in \mathcal{A}_k \text{ s.t. } q \text{ assigns positive mass to } \alpha$$

(2.23)

(Wardrop’s principle)

(here, $u_{ka}(x)$ denotes the payoff to members of the class $\mathcal{X}_k$ who chose $\alpha \in \mathcal{A}_k$).

To see how this condition arises, note that if the strategy $\alpha \in \mathcal{A}_k$ has positive measure in the equilibrial profile $q$ (that is, $v_k(q^{-1}(\alpha)) > 0$), then there exists a player $i \in \mathcal{N}_k$ (actually a positive mass of such players) with $q_i = \alpha$ and such that (2.20) holds.\(^{15}\) Hence, for every $\beta \in \mathcal{A}_k$, we readily get:

$$u_{ka}(q) = u_i(q_{-i}; \alpha) \geq u_i(q_{-i}; \beta) = u_{kb}(q).$$

(2.24)

Wardrop’s principle will be central in our analysis, especially in Chapters 5 and 6. En passant, we only note here that an analogous characterization can be laid down for population games with continuous strategy sets, but since we will not need this added generality, we will not press the issue further – see instead the recent work by Cressman (2005) or by Hofbauer et al. (2009).

Finally, if the game in question is also a potential one, we have seen that beneficial migrations descend the potential function, so the minima of the potential naturally correspond to strategy distributions where no unilateral improvement is possible. In fact, it can be shown that the Kuhn-Tucker constrained minimization conditions for the game’s potential coincide precisely with the Wardrop characterization (2.23):

**Proposition 2.6** (Sandholm, 2001). Let $\mathcal{G}$ be a potential game with potential $F$. Then, the Nash set $\Delta^*(\mathcal{G})$ of the game coincides with the critical set of $F$.

### 2.2.3 Justifying Equilibrial Play: Correlation and Evolution

From an *a posteriori* point of view, Nash equilibria represent a very sensible solution concept: in terms of individual rewards, every player is employing the best possible strategy against the background of his opponents’ strategic choices. Still, the issue of why and how players might arrive to an equilibrial strategy profile in the first place remains an actively debated question. After all, the complexity of most games increases exponentially with the number of players and, hence, identifying a game’s equilibria quickly becomes prohibitively difficult.\(^{16}\)

Another important issue which was first pointed out by Aumann (1974) is that a player has no incentive to play his component of a Nash equilibrium unless he is convinced that all other players will play theirs. This argument

\(^{15}\) Since (2.20) holds for almost every player $i \in \mathcal{N}$, the positive measure requirement is a crucial one.

\(^{16}\) This complexity question essentially gave birth to the subdiscipline of algorithmic game theory. The issue was finally settled in Costis Daskalakis’ widely (and justly) acclaimed doctoral dissertation, where he showed that the problem of computing Nash equilibria is PPAD-complete (in layman’s terms, pretty complex; see Daskalakis et al. (2006) and Daskalakis (2008) for more details).
obviously gains additional momentum if the game in question has multiple Nash equilibria: in that case, even players with unbounded deductive capabilities will be hard-pressed to choose a strategy. From this point of view, rational individuals would appear to be more in tune with Aumann’s notion of a correlated equilibrium where subjective beliefs are also taken into account, but this also brings to the table more of the unpredictable (and often irrational) “human” element that we sought to banish from our analysis.

Instead, as we have already mentioned, the seminal work of Maynard Smith (1974) on animal conflicts has cast Nash equilibria in a different light because it unearthed a profound connection between evolution and rationality: roughly speaking, one leads to the other. So, when different species contend for the limited resources of their habitat, evolution and natural selection are expected to steer the ensuing conflict to an equilibrial state which leaves no room for irrational behavior. As a consequence, instinctive “fight or flight” responses that are deeply ingrained in a species can be seen as a form of rationality, acquired over the species’ evolutionary course.\(^{17}\)

In what follows, we will give a brief account of these two justifications of equilibrial play, leading to a more refined concept (evolutionarily stable strategies) and a more general one (correlated equilibrium).

Correlated Equilibrium

The notion of a correlated equilibrium was first formulated by Aumann (1974, 1987) in an attempt to reconcile the inherently objective flavor of Nash equilibria with the players’ subjective view of their world. In essence, we have already witnessed the gap between these two aspects of rationality: if a player employs his component of an equilibrial strategy only when he believes that all other players will employ theirs, then 1) a Nash equilibrium sounds much like a dog chasing its tail (consistent but hardly getting anywhere); and 2) in formulating an equilibrium concept, one should take into account players’ beliefs about other players and the “world” in general.

A few years later, Brian Arthur (1994) put forth another argument that further strengthens this line of reasoning. While humans are only moderately strong in problems that can be solved by deductive reasoning (they do better than animals but much worse than computers), they excel in intuition and in solving problems by inductive reasoning. Since this “intuitive” approach rests heavily on what players believe is going on around them, an equilibrium will only be reachable if it also takes into account these beliefs. Sadly, Nash equilibria do not, so, to incorporate subjectivity, we will have to extend our game-theoretic framework somewhat.

For simplicity (we will not need more generality anyhow), let \( \mathcal{G} \) be a \( N \)-person Nash-type game, with actions (pure strategies) drawn from the sets \( A_i, \ i = 1, \ldots, N \), and rewards \( u_i : \prod A_i \to \mathbb{R} \). Following Aumann (1987), let us also assume that the players’ beliefs are formed by observing the “state of the world”, i.e. the events that transpire in some (finite) probability space \( (\Omega, \mathcal{P}) \) – ranging from rainfall in Beijing, to what another player had for breakfast, or to whatever other scrap of information a player might deem relevant.\(^{18}\) This data is observed, recorded and processed by the players, who then choose an

\(^{17}\) In his thesis (Nash, 1950, p. 21), Nash himself states that “It is unnecessary to assume that the participants have full knowledge of the total structure of the game, or the ability and inclination to go through any complex reasoning processes. But the participants are supposed to accumulate empirical information on the relative advantages of the various pure strategies at their disposal.”

\(^{18}\) Of course, this also brings up the issue of exactly what kind of information is actually observable by a player. To account for that, Aumann partitions \( \Omega \) in player-specific \( \sigma \)-algebras which determine
action based on their subjective but correlated (since all players live in the same world) assessment of their surroundings.

More formally, a correlated strategy will be a map \( p : \Omega \rightarrow A \equiv \prod_{i} A_{i} \), whose components \( p_{i} : \Omega \rightarrow A_{i} \), \( i = 1, \ldots, N \), determine the players’ responses \( p_{i}(\omega) \in A_{i} \) when the world is at the state \( \omega \in \Omega \). Clearly, these strategies can be viewed as \( A \)-valued random variables on \( \Omega \) and, as such, we can “forget” about the underlying sample space \( \Omega \) by looking at the probability law induced by \( p \) on \( A \):

\[
P(a_{1}, \ldots, a_{N}) = P \{ \omega : p(\omega) = (a_{1}, \ldots, a_{N}) \}. \tag{2.25}
\]

Mimicking the notation in Nash games, when we want to focus on the strategic component \( p_{i} : \Omega \rightarrow A_{i} \) of player \( i \in N \) against the strategy of his opponents \( p_{-i} : \Omega \rightarrow A_{-i} \equiv \prod_{j \neq i} A_{j} \), we will employ the shorthand \((p_{-i}; p_{i}) \equiv (p_{1}, \ldots, p_{i}, \ldots, p_{N}) \). Unlike Nash games however, these correlated strategies no longer live in the product of simplices \( \Delta \equiv \prod \Delta(A_{j}) \), but in the simplex \( \Delta_{i} \equiv \Delta(\prod A_{j}) \) which contains \( \Delta \) as the subset of independent, uncorrelated strategies. In other words, if we set:

\[
p_{ia} \equiv P(p_{i} = a) = \sum_{a_{-i} \in A_{-i}} P(a_{-i}; a_{i}), \tag{2.26}
\]

then the condition \( P(a_{1}, \ldots, a_{N}) = P_{1}a_{1} \cdots P_{N}a_{N} \in \prod \Delta(A_{j}) \) which characterizes Nash games holds if and only if the individual strategies \( p_{i} : \Omega \rightarrow A_{i} \) are stochastically independent.

With all this machinery in place, the game is actually played as follows:

1. At the outset of the game, the players form their correlated strategies \( p_{i} : \Omega \rightarrow A_{i} \), \( i = 1, \ldots, N \) based on their prior beliefs;

2. The world is observed at some state \( \omega \in \Omega \);

3. Players employ the actions \( p_{i}(\omega) \in A_{i} \) that are prescribed by their strategies in response to \( \omega \) and receive the corresponding payoffs \( u_{i}(p(\omega)) \).

In this way, given a correlated strategy \( p : \Omega \rightarrow A \), payoffs can also be seen as random variables \( u_{i} \circ p : \Omega \rightarrow \mathbb{R} \), an instance of which determines the payoffs \( u_{i}(p(\omega)) \) that players receive when the world is at state \( \omega \). Consequently, the expected payoff of a player will no longer be given by (2.1) (which presupposes that the players’ strategies are independent of one another), but by the correlated expectation:

\[
u_{i}(p) \equiv \sum_{a_{1} \in A_{1}} \cdots \sum_{a_{N} \in A_{N}} P(a_{1}, \ldots, a_{N}) u_{i}(a_{1}, \ldots, a_{N}), \tag{2.27}
\]

or, in more succinct form:

\[
u_{i}(p) = \sum_{a_{-i}} \sum_{a_{i}} P(a_{-i}; a_{i}) u_{i}(a_{-i}; a_{i}). \tag{2.28}
\]

It is important to note that this notation meshes well with the one we used for the payoffs \( u_{i} : A \rightarrow \mathbb{R} \) of the original game. Indeed, if we stretch our notation a bit and also keep \( a_{i} \) for the “pure” strategy of player \( i \) which maps \( \omega \rightarrow a_{i} \) for all \( \omega \in \Omega \), then \( u_{i}(a_{1}, \ldots, a_{N}) \) defined as in (2.27) clearly coincides with the payoff to player \( i \) in the action profile \((a_{1}, \ldots, a_{N}) \in A \) whether an event is “observable” (measurable) by a player or not. Since we want to keep our discussion as simple as possible, we will not concern ourselves with this issue here.
Having defined payoffs in this correlated context, we obtain:

**Definition 2.7** (Correlated Equilibrium). Let $\mathcal{G}$ be a finite $N$-person game with action sets $A_i$ and payoffs $u_i : A \equiv \prod_i A_i \rightarrow \mathbb{R}$, and let $(\Omega, P)$ be a finite probability space as above. A strategy $p = (p_1, \ldots, p_N) : \Omega \rightarrow A$ will be called a correlated equilibrium of $\mathcal{G}$ when:

$$u_i(p_i) \geq u_i(p_{-i}; p'_i)$$

(2.29)

for all strategies $p'_i : \Omega \rightarrow A_i$ that factor through $p_i$ (i.e. $p'_i = \sigma \circ p_i$ for some permutation $\sigma : A_i \rightarrow A_i$), and for all players $i = 1, \ldots, N$.

The set of correlated equilibria of $\mathcal{G}$ will be denoted by $\Delta_c = \Delta_c(\mathcal{G})$.

At first sight, the requirement that the perturbation $p'_i$ factor through $p_i$ might appear artificial, but it is actually a vital ingredient of the way that correlated strategies work. Indeed, player $i$ can be viewed more simply as a machine which receives the recommendation $p_i(\omega)$ (when the world is at state $\omega$) from the “correlating device” $p_i : \Omega \rightarrow A_i$ and then performs its action. As a result, a player can either act based on the recommendation $p_i(\omega)$ of the strategy $p_i$, or disregard it altogether and play something totally different. However, since the only information that reaches the player in this picture is the suggestion $p_i(\omega)$ (and not the actual state $\omega$), his action can only depend on $p_i(\omega)$, i.e. be of the form $\sigma(p_i(\omega))$ for some endomorphism $\sigma : A_i \rightarrow A_i$.

An alternative characterization of (2.29) which highlights precisely this feature of correlated equilibria is obtained by the simple rearrangement:

$$u_i(p_{-i}; p'_i) = \sum_{\alpha_{-i}} \sum_{\alpha_i} P(p_{-i} = \alpha_{-i}, p'_i = \alpha'_i) u_i(\alpha_{-i}; \alpha'_i)$$

$$= \sum_{\alpha_{-i}} \sum_{\alpha_i} \left( \sum_{\alpha_i : \sigma(\alpha_i) = \alpha'_i} P(p_{-i} = \alpha_{-i}, p_i = \alpha_i) \right) u_i(\alpha_{-i}; \alpha'_i)$$

$$= \sum_{\alpha_{-i}} \sum_{\alpha_i} P(\alpha_{-i}; \alpha_i) u_i(\alpha_{-i}; \sigma(\alpha_i)).$$

(2.30)

Therefore, the correlated equilibrium condition (2.29) will be equivalent to:

$$\sum_{\alpha_{-i}} \sum_{\alpha_i} P(\alpha_{-i}; \alpha_i) [u_i(\alpha_{-i}; \alpha_i) - u_i(\alpha_{-i}; \sigma(\alpha_i))] \geq 0$$

(2.31)

for all players $i = 1, \ldots, N$ and all maps $\sigma : A_i \rightarrow A_i$. In other words, a probability distribution $P$ on $A$ will be at correlated equilibrium when, on average, a player cannot win more by unilaterally deviating from the suggestion $p_i(\omega)$ of an equilibrial strategy.

Except for this added “consistency of recommendations” requirement, (2.29) is quite similar to the Nash condition (2.20) and, sure enough, any Nash equilibrium of the game is also a correlated equilibrium. Conversely, correlated equilibria can be seen as Nash equilibria of a “correlated” version of $\mathcal{G}$ (Aumann, 1974, 1987; see also Chapter 7), but, in general, these two versions lead to different equilibrial sets. To better understand the nature of correlated equilibria, the following characterization will be very useful:

**Proposition 2.8** (Aumann, 1987). Let $\mathcal{G}$ be a finite $N$-person game with action sets $A_i$ and payoffs $u_i : A \equiv \prod_i A_i \rightarrow \mathbb{R}$ as above. A probability distribution $P$ on $A$ will be at correlated equilibrium if and only if:

$$\sum_{\alpha_{-i}} P(\alpha_{-i}; \alpha) u_i(\alpha_{-i}; \alpha) \geq \sum_{\beta} \sum_{\alpha_{-i}} P(\alpha_{-i}; \alpha) u_i(\alpha_{-i}; \beta)$$

(2.32)

for all players $i = 1, \ldots, N$ and for all $\alpha, \beta \in A_i$.

**Correlated Equilibria.**

**Correlated Equilibria.**
Proof. This classic characterization can be found in Aumann (1987) or Fudenberg and Tirole (1991, p. 74), and it is very easy to prove once one has (2.31) at one’s disposal; we give a proof here for completeness.

Obviously, the “if” direction is trivial: for any $\sigma : A_i \to A_i$, put $\beta = \sigma(\alpha)$ in (2.32) and sum over all $\alpha \in A_i$. For the converse implication, fix $\alpha, \beta \in A_i$ and define $\sigma : A_i \to A_i$ to be the map which takes $\alpha \mapsto \beta$ and leaves $A_i \setminus \{\alpha\}$ untouched (i.e., player $i$ follows the recommendation he receives unless he gets “$\alpha$”, in which case he plays $\beta$). Then, the characterization (2.31) becomes:

$$0 \leq \sum_{\alpha \neq \alpha} P(\alpha \neq \beta; \alpha_i) [u_i(\alpha \neq \beta; \alpha_i) - u_i(\alpha \neq \beta; \sigma(\alpha))]$$

$$+ \sum_{\alpha \neq \alpha} P(\alpha \neq \beta; \alpha) [u_i(\alpha \neq \beta; \alpha) - u_i(\alpha \neq \beta; \sigma(\alpha))]$$

$$= \sum_{\alpha \neq \alpha} P(\alpha \neq \beta; \alpha) [u_i(\alpha \neq \beta; \alpha) - u_i(\alpha \neq \beta; \beta)],$$

which is just (2.32).

Remark. We should also point out here that (2.32) admits yet another interpretation. If $p_{ia} \equiv P(p_i = \alpha) > 0$, we may divide both sides of (2.32) by $p_{ia}$ to obtain the conditioned version:

$$\sum_{\alpha \neq \alpha} P(\alpha \neq \beta; \alpha_i) u_i(\alpha \neq \beta; \alpha) \geq \sum_{\alpha \neq \alpha} P(\alpha \neq \beta; \alpha_i) u_i(\alpha \neq \beta; \beta),$$

where, in obvious notation, $P(\alpha \neq \beta; \alpha)$ denotes the conditional probability $P(\alpha \neq \beta; \alpha) \equiv P(p_i = \alpha \neq \beta | p_i = \alpha) = P(\alpha \neq \beta; \alpha)/p_{ia}$. Although this last form does not make (2.32) more useful in terms of calculations, it certainly elucidates its suggestion-deviation nature, so it will serve as our primary definition for correlated equilibria.

At any rate, Proposition 2.8 leads to a very sharp description of the set $\Delta^\prime_\epsilon$ of correlated equilibria of a game. Indeed, with (2.32) being linear in the coordinates $P(\alpha_1, \ldots, \alpha_N)$ of the simplex $\Delta_\epsilon \equiv \Delta(A)$, it follows that these inequalities will cut out a (convex) polytope of $\Delta_\epsilon$. Since equilibria in mixed strategies always exist in finite Nash games, and since Nash equilibria are also correlated equilibria, we easily obtain:

**Proposition 2.9** (Aumann, 1987). Let $\mathcal{G}$ be a finite game. Then, the set $\Delta^\prime_\epsilon \equiv \Delta^\prime_{\epsilon}(\mathcal{G})$ of correlated equilibria of $\mathcal{G}$ is a nonempty convex polytope which contains the convex hull of the set $\Delta^\prime \equiv \Delta^\prime(\mathcal{G})$ of Nash equilibria of $\mathcal{G}$.

Unfortunately, the notion of a correlated equilibrium is rife with assumptions concerning the behavior of players, their beliefs, and how players interpret their surroundings. Thus, even though it provides us with a set of formal tools to study the effects of correlation and subjectivity in game theory, it will inevitably be plagued by the same set of problems facing every mathematical model of human rationality: the human psyche is much more complex than the relatively simple structure of a correlated strategy can account for.

That said, this does not mean that this discussion has been in vain. Far from it actually: whenever there is a signalling device among players who are simpler than humans (thus rendering our analysis all the more applicable), correlated equilibrium becomes the de facto solution concept of the game. Accordingly, Aumann’s analysis will be very useful to us in Chapter 7, where we

---

19 The presentation of both Aumann (1987) and Fudenberg and Tirole (1991) is a bit unsatisfying (or, at least, imprecise) at this point. Specifically, Aumann (1987, p. 6) states that “the expectation (2.20) still obeys the inequality when conditioned on each possible value of $[p]$, i.e. on each possible “suggestion” to Player $i”, an argument which I find rather nebulous.
consider games between machines that are trained by monitoring a (randomly generated) common broadcast.

**Evolutionarily Stable Strategies**

As we have already mentioned, the applicational value of game theory chiefly stems from its close ties with entities whose behavior is regulated by their (genetic) programming. As such, we will devote the rest of this section to study the interplay of rationality and “natural” selection (or “artificial intelligence” in the case of machine evolution).

To begin with, consider an evolutionary game \( G \) played by \( N \) species \( N_k, k = 1, \ldots, N \), each coming with a finite set of actions (phenotypes) \( A_k \) and associated (continuous) payoff functions \( u_{ka}, a \in A_k \). Then, the population average of a species’ payoff in the population profile \( x \) will be:

\[
u_k(x) = m_k^{-1} \sum_a x_{ka} u_k(a),\]

where \( m_k = \nu(N_k) \) denotes the “mass” of the \( k \)-th species and the notation \( \sum_a \) is shorthand for \( \sum_{a \in A_k} \) – cf. the notational conventions of Chapter 1.

In keeping with the analogy between strategic choices and genetic programming, let us assume that there appears an influx of “mutated” individuals whose genetic traits (strategic choices) do not adhere to those of the incumbent population state \( x \in \Delta \equiv \prod_k m_k \Delta(A_k) \). Formally, this means that the species move to the perturbed state \( x' = x + \epsilon(y - x) \), where \( y \in \Delta \) represents the mutant strain and \( \epsilon > 0 \) measures the extent of the mutation. Then, the fundamental question that arises from an evolutionary standpoint is the following: does the mutation \( y \) prevail over the incumbent population \( x \)?

Under the interpretation that payoffs represent reproductive fitness, the two factors that will decide this issue are the average fitness of the incumbent population and that of the mutants. This leads us to:

**Definition 2.10** (Evolutionary Stability). A population state \( x \in \Delta \) will be called **evolutionarily stable** when, for every sufficiently small \( \epsilon > 0 \), and for every mutation \( x' \) of the form \( x' = x + \epsilon(y - x) \), \( y \in \Delta \setminus \{x\} \), we have:

\[
\sum_{k, a} x_{ka} u_k(a) > \sum_{k, a} y_{ka} u_k(a')
\]

(2.36)

This stability criterion (originally due to Taylor, 1979) is quite natural from a biological perspective: it simply states that if the average reproductive fitness of the mutant strain is greater than that of the incumbent populations, then the mutation spreads, otherwise it becomes extinct. Nevertheless, there is some ambivalence between game theorists on how to define evolutionary stability in multiple-species environments. Some authors remove the averaging over the species in (2.36) and argue that it suffices if the mutation becomes extinct in some species (Cressman, 1992), while others take a stronger view and require that this unaveraged version of (2.36) hold for all species (Swinkels, 1992). All these definitions clearly agree in single-population environments and, even though they appear pretty different at first sight, they rarely clash with one another; we chose Taylor’s version because it represents the middle way.

At any rate, what is truly amazing with Definition (2.10) is that the simple natural selection criterion (2.36) also leads to rational behavior:

**Proposition 2.11.** Evolutionarily stable strategies are at Nash equilibrium.
Proof. Let \( q \) be an evolutionarily stable strategy which is not a Nash equilibrium of the game. Then, by Wardrop’s principle (2.23), there exists a population \( N_k \) and an action \( \alpha \in A_k \) employed by a positive fraction \( q_{k\alpha} > 0 \) of \( N_k \) which yields strictly worse rewards than some other action \( \beta \in A_k \); that is, \( u_{k\alpha}(q) < u_{k\beta}(q) \) for some \( \alpha \in A_k \) with \( q_{k\alpha} > 0 \). In that case, if a small enough mass \( \varepsilon > 0 \) of individuals switch from \( \alpha \) to \( \beta \), they will obtain strictly better rewards as a result of the payoffs \( u_{k\alpha} \) being continuous. More formally:

\[
u_{k\alpha}(q - \varepsilon; q_k + \varepsilon(e_k\beta - e_k\alpha)) < u_{k\beta}(q - \varepsilon; q_k + \varepsilon(e_k\beta - e_k\alpha))\]

for some \( \varepsilon > 0 \), (2.37)

where \( \{e_k\} \) is the canonical basis of \( \mathbb{R}^{A_k} \). However, this also shows that the mutation \( q' = q + \varepsilon(e_k\beta - e_k\alpha) \) violates the evolutionary stability criterion (2.36), because the \( k \)-th species (which is the only one affected by it and, hence, the only one with a non-trivial presence in the species average) favors the transition \( \beta \rightarrow \alpha \). Since \( q \) has been assumed evolutionarily stable, this yields a contradiction and completes our proof. \( \square \)

This proposition was first proven by Maynard Smith and Price (1973) for single-population random matching games and is one of the cornerstones of evolutionary game theory (our more general version was motivated by our wish to venture beyond the narrow confines of Nash games). The reason for this is simple: it establishes the critical link between rationality and evolution.

Then again, it is important to note that not all equilibria are evolutionarily stable: for instance, if the members of a species are matched in a 2-person Nash game that returns equal rewards to all, then every strategy is at Nash equilibrium but there is no evolutionarily stable one. For a more interesting example, consider a single population \( N = \{0, 1\} \) playing a “coordination game” \( Q \) with two strategies, “1” and “2”, and payoff functions \( u_1(x_1, x_2) = x_1 \) and \( u_2(x_1, x_2) = x_2 \) respectively. It is then easy to show that this game has three equilibria, \((1, 0), (0, 1)\) and \((1/2, 1/2)\), of which only the two pure ones are evolutionarily stable — if the population were evenly split, then a positive mass migration would yield better rewards to the mutants.

**Characterizations of stability** The two examples above both show that evolution provides us with an important selection criterion between the various Nash equilibria of a game. In the following propositions we present two explicit characterizations of evolutionarily stable strategies which will be very important for us later on:

**Proposition 2.12** (Selten, 1980). Let \( Q \) be a multi-population random matching game. Then, \( q \) is evolutionarily stable if and only if it is a strict equilibrium of \( Q \).

**Proposition 2.13.** Let \( Q \) be a nonatomic potential game with potential function \( F \). If \( q \) is a local minimum of \( F \) such that \( F \) is locally increasing along all rays emanating from \( q \), then \( q \) is evolutionarily stable. In particular, if \( F \) is strictly convex, then the global minimum of \( F \) is the game’s unique evolutionarily stable strategy.

**Proof.** Proposition 2.12 is relatively well-known and its proof can be found e.g. in Weibull (1995, p. 167). As for Proposition 2.13, let \( q \) be a local minimum of \( F \), and pick any \( y \in A \setminus \{x\} \). Then, if we set \( z = y - q \), it suffices to show that:

\[
\sum_{k,a} z_{ka} u_{ka}(q + \varepsilon z) < 0 \quad \text{for all sufficiently small } \varepsilon > 0.
\]

20 Note that the requirement \( q_{k\alpha} > 0 \) is crucial: if \( q_{k\alpha} = 0 \) then \( \varepsilon \) will be de facto zero.
However, if we set \( f(\theta) = F(q + \theta z) \), \( 0 \leq \theta \leq 1 \), we readily obtain:

\[
f'(\theta) = \sum_{k,a} z_{ka} \frac{\partial F}{\partial y_{ka}} \bigg|_{q+\theta z} = -\sum_{k,a} z_{ka} u_{ka}(q + \theta z),
\]

and since \( f \) is locally increasing by assumption (\( q + \theta z \) is just a ray emanating from \( q \) after all), our assertion follows.

Proposition 2.13 will be of great importance to us because it ties us back to the physical origins of the potential function. In a sense, it tells us that although not all Nash equilibria minimize the potential, evolution selects precisely those that do so in an essential way, just as the stable points of a dynamical system correspond to the essential minima of its Hamiltonian. This observation will be central in our dynamical considerations and we will explore its ramifications in the chapters that follow.

### 2.3 Evolution, Learning, and the Replicator Dynamics

Let us recall the fundamental question that we posed in the beginning of Section 2.2.3: how can competing individuals arrive to an equilibrial solution, and why would they feel inclined to do so in the first place?

The notions of a correlated equilibrium and of evolutionary stability give a partial answer to the “why” in this question but, given that they are both posterior, static solution concepts, they hardly address the more dynamic “how”. Even the concept of an ESS (which has its roots in the theory of evolution, an inherently dynamic process) is little more than a stability requirement: the evolutionary trajectory that might lead players to an equilibrium is still veiled behind a shroud of deductive omnipotence.

As we mentioned in the introduction, there are two complementary approaches to this question: one concerns populations of mindless entities who evolve thanks to some natural selection mechanism, and the other revolves around slightly more intelligent automata which are able to “learn” and adapt to their surroundings. Quite fittingly, the dynamics stemming from the first approach have been dubbed evolutionary, reserving the designation learning dynamics for the latter.

#### 2.3.1 The Replicator Dynamics

By far the most comprehensive account of evolutionary dynamics can be found in the review article by Hofbauer and Sigmund (2003) and the excellent book by Weibull (1995), where one encounters a plethora of natural selection mechanisms, based e.g. on “imitation of the fittest”, evolution driven by dissatisfaction, etc. The origins of each of these distinct selection mechanisms are quite disparate because they seek to address different aspects of the evolutionary process; however, most of these selection devices essentially boil down to the replicator dynamics of Taylor and Jonker (1978).

In what follows, we will focus our investigations on this replicator model of evolutionary growth, mostly because it can be derived from first principles with a minimal set of assumptions. The setup is as follows: we first consider \( N \) species \( N_k \), \( k = 1, \ldots, N \), each with an associated set \( A_k \) of different phenotypes that all interact with each other in a common habitat (e.g. viral strains in
Then, if the population mass of the $\alpha$-th phenotype of species $N_k$ is $z_{ka}$, we assume that it follows the general growth equation:

$$dz_{ka} = z_{ka} u_{ka}(x) \, dt,$$

where $x$ denotes the profile of relative population shares $x_{ka} = z_{ka} / \sum_\beta z_{k\beta}$ and the (continuous) functions $u_{ka}$ represent the per capita growth rate of the various species and phenotypes.$^{22}$

In a sense, (2.40) is the most general growth equation that we could write satisfying the conditions of perfect clonal reproduction (replication) and scale invariance. More precisely, the two assumptions that go into (2.40) are:

1. **Phenotypes Breed True**: phenotypes cannot arise spontaneously (or, conversely, become extinct) in finite time.$^{23}$

2. **Scale Invariance**: the growth rates $u_{ka}$ are determined by the relative population shares $x$ and not by the absolute populations $z$.

Needless to say, these assumptions are not to be taken lightly: spontaneous mutations are a key element in many evolutionary processes and, for example, it is also highly unlikely that the growth rate of a species depends only on the population distribution of its predators and not on the size of the preying species. Nevertheless, these limitations are not too restrictive: if the mutation mechanism is known, then it can be added to (2.40) appropriately, while predator-prey models (such as the Lotka-Volterra equation) can be rephrased in terms of (2.40) after a suitable change of variables. Truth be told, any tractable population model suffers from similar restrictions: the breadth of biological interactions that can be captured by (2.40) is not really diminished by the assumptions of replication and scale invariance.

At any rate, what is more important here is that a simple differentiation allows us to recast (2.40) solely in terms of the population shares $x$. Indeed, if we denote the population of the $k$-th species by $z_k = \sum_\beta z_{k\beta}$ and we also let $u_k(x) = \sum_\alpha x_{ka} u_{ka}(x)$ be its average (per capita) growth rate, we readily obtain the (multi-population) replicator dynamics:

$$\frac{dx_{ka}}{dt} = \frac{z_{k} z_{ka}}{z_k^2} \frac{dz_{ka}}{dt} - \frac{z_{ka}}{z_k^2} \sum_{\beta} \frac{dz_{k\beta}}{dt} = x_{ka} \left( u_{ka}(x) - u_k(x) \right).$$

The replicator dynamics are one of the cornerstones of evolutionary game theory, but seeing as we have not yet made any mention of games in their derivation, one might be hard-pressed to see why. To recover this connection, one merely has to interpret the growth rates $u_{ka}$ as payoffs to some underlying evolutionary game $G$ whose action spaces correspond to the various phenotypes. As a result, we no longer have to worry about designing the game’s payoffs so as to match the various interspecific interactions: they are simply the observed growth rates of a species’ phenotypes and constitute measurable quantities of the evolutionary model (2.40).

From the point of view of learning theory, the situation is similar so, just as we focused on games with finitely many species and strategies in the evolutionary case, we will concentrate here on Nash games.$^{24}$ In particular,
let \( \emptyset \) be a Nash game played by \( N \) players with strategy sets \( \Delta_i \equiv \Delta(A_i) \) and payoffs \( u_i : \Delta \equiv \prod_j \Delta_j \rightarrow \mathbb{R} \), extending the rewards \( u_i(a_1, \ldots, a_N) \) that correspond to pure strategy profiles \( (a_1, \ldots, a_N) \in \prod_j A_j \). In this context, a learning scheme will be a dynamical system of the form:

\[
\frac{dx}{dt} = V(x), \quad \text{or, in coordinates:} \quad \frac{dx_{ia}}{dt} = V_{ia}(x),
\]

(2.42)

where \( x = \sum_i x_{ia} e_{ia} \in \Delta \) is the players’ (mixed) strategy profile at time \( t \) and the vector field \( V : \Delta \rightarrow \prod_j \mathbb{R}^{A_j} \) plays the part of the “learning rule” in question – for simplicity, we will also take \( V \) to be smooth.\(^{25}\)

Of course, since the profile \( x(t) \) evolves in \( \Delta \), \( V(x) \) itself must lie on the tangent space \( Z \equiv T_x \Delta \) of \( \Delta \);\(^{26}\) in coordinates, this amounts to:

\[
\sum_{a} V_{ia}(x) = 0 \quad \text{for all players } i = 1, \ldots, N.
\]

(2.43)

Furthermore, let us also assume that \( V \) also leaves the faces of \( \Delta \) invariant as well, in the sense that any individual trajectory \( x_i(t) \) that begins at some face of \( \Delta \) always remains in said face. The reason for this assumption is that a player who does not employ a particular action \( \alpha \in A_j \) with positive probability \( x_{ia} > 0 \) has no way to gain information about the rewards that the action would yield. As such, there is no a priori reason that an adaptive learning rule would induce the user to sample it: in effect, such a learning rule would either fail to rely on readily observable information or would not necessarily be a very simple one.\(^{27}\)

This shows that the components \( V_{ia}(x) \) must vanish if \( x_{ia} = 0 \), so if we set \( V_{ia}(x) = x_{ia} \tilde{V}_{ia}(x) \), we obtain the orthogonality condition \( \sum_{a} x_{ia} \tilde{V}_{ia}(x) = 0 \). Thus, if we fix some function \( v_i(x) \), any such vector field \( \tilde{V} \) may be written in the form \( \tilde{V}_{ia}(x) = v_{ia}(x) - v_i(x) \) where the \( v_{ia} \) necessarily satisfy the condition \( v_i(x) = \sum_{a} x_{ia} v_{ia}(x) \). In this way, we obtain:

\[
\frac{dx_{ia}}{dt} = x_{ia} \left( v_{ia}(x) - v_i(x) \right).
\]

(2.44)

The similarity between (2.44) and the replicator equation (2.41) is obvious; all that remains is to link the functions \( v_{ia}(x) \) to the game’s payoffs \( u_{ia}(x) \equiv u_i(x_{-ia}) \). Clearly, since (2.44) strengthens those actions \( \alpha \in A_i \) which have a larger than average \( v_{ia} \) component, the \( v_{ia} \) must factor through an increasing function of the payoffs \( u_{ia} \) of the game or, at the very least, to be “positively correlated” with them (Sandholm, 2001). So, the simplest choice is to just take \( v_{ia} = u_{ia} \);\(^{28}\) in which case we are again reduced to the replicator dynamics:

\[
\frac{dx_{ia}}{dt} = x_{ia} \left( u_{ia}(x) - u_i(x) \right).
\]

(2.41)

\(^{25}\) Strictly speaking, this assumption requires \( V \) to be defined on an open neighborhood of \( \Delta \) in \( \mathbb{R}^A \) but this inessential technicality need not concern us here.

\(^{26}\) Since \( \Delta \) is an affine subset of \( \mathbb{R}^n \), all the subspaces \( T_x \Delta \) will be isomorphic – for \( x \in \text{Int}(\Delta) \) at least. As a result, we will not need to carry around the base point \( x \) in the notation for \( Z \).

\(^{27}\) In the probabilistic interpretation of Nash games, \( x_{ia} \) only represents the probability that a player will actually employ \( \alpha \in A_i \) in a given instance of the game, so a player does not really know the rewards to all actions that are present in \( x \). The usual way to get around this obstacle is to consider a learning algorithm with two time scales: in the fast time scale, the users’ probability of employing a strategy is roughly constant, so they are able sample all the strategies which they employ with positive probability in order to gain information about them and, then, in the slower time scale, the probabilities themselves evolve according to (2.42) – see also Leslie and Collins (2003) and Marsili et al. (2000).

\(^{28}\) Or up to a proportionality constant: \( v_{ia} = \lambda_i u_{ia} \); see Chapters 4, 5 and 6.
We thus see that the replicator dynamics emerge as a particularly simple model for evolution and learning. This does not mean that there are no other learning/evolutionary dynamics: a particularly well-behaved example from the theory of learning is the **Brown-von Neumann-Nash dynamics (BNN)**:

\[
\frac{dx_{ia}}{dt} = \psi_{ia}(x) - \psi_i(x)
\]

(2.45)

where \( \psi_{ia}(x) \) denotes the "excess payoff":

\[
\psi_{ia}(x) = [u_i(x) - u_{ia}(x)]^+ = \max\{u_i(x) - u_{ia}(x), 0\}.
\]

(2.46)

These dynamics are very interesting in themselves (see e.g. Brown and von Neumann, 1950; Sandholm, 2001, 2005) but they are somewhat less "elementary" because they incorporate more intricate assumptions than the replicator dynamics (for instance, the BNN dynamics assume that players have knowledge of the rewards to strategies that they never employed). For these reasons, the replicator dynamics will be our main model for the study of rationality in dynamically evolving environments.

### 2.3.2 Entropy and Rationality

So, what are the rationality properties of the replicator dynamics (2.41)? An immediate observation concerning (2.41) is that Nash equilibria are stationary: if \( q \) is a Nash equilibrium, then Wardrop’s principle (2.21, 2.23) gives \( u_{ia}(q) = u_i(q) \) for all \( a \in A_i \), with \( u_{ia} > 0 \). Nonetheless, the same holds for all \( q' \) with equal payoffs along the actions that they employ with positive probability, and these profiles are not necessarily Nash (in the terminology of Sandholm (2001), this means that the replicator dynamics are "complacent"). Consequently, the issue at hand is whether the replicator dynamics manage to single out Nash equilibria among other stationary states.

To phrase this issue in more precise terms, we will need some general definitions from the theory of dynamical systems. Recall first that in its most general form, a (continuous) dynamical system running over \([0, \infty)\) in some metric space \( M \) is defined in terms of an (continuous) **evolution function** \( \theta : M \times [0, \infty) \rightarrow M \) which satisfies the consistency conditions:

\[
\theta(x, 0) = x
\]

(2.47a)

\[
\theta(x, t + s) = \theta(\theta(x, t), s)
\]

(2.47b)

for all \( x \in M \) and for all \( s, t \geq 0 \). We then have:

**Definition 2.14 (Notions of Stability).** Let \( \theta : M \times [0, \infty) \rightarrow M \) be a continuous dynamical system running over \([0, \infty)\) in the metric space \( M \), and let \( q \in M \). We will then say that:

1. \( q \) is an **\( \omega \)-limit** of the trajectory \( x(t) = \theta(x, t) \) when \( \lim x(t_k) = q \) for some increasing sequence of times \( t_k \rightarrow \infty \).
2. \( q \) is **locally attracting** when there exists an open neighborhood \( U \) of \( q \) such that \( \lim_{t \rightarrow \infty} \theta(x, t) = q \) for all \( x \in U \).
3. \( q \) is **Lyapunov stable** when, for each neighborhood \( U \) of \( q \), there exists a neighborhood \( V \) of \( q \) such that \( \theta(x, t) \in U \) for all \( t \geq 0 \), whenever \( x \) is in \( V \).

\( ^{29} \) However, it is easy to see that every **interior** stationary state of (2.41) must be at Nash equilibrium.

\( ^{30} \) In other words, the path \( \theta^t \equiv \theta(x, \cdot) \) represents the solution orbit which starts at \( x \) at time \( t = 0 \)
4. $q$ is locally asymptotically stable when it is Lyapunov stable and attracting; if $q$ attracts all initial conditions $x \in M$, then $q$ will be called globally asymptotically stable.

In view of the above definition, we may now rephrase our original rationality question more precisely: which stationary states of the replicator dynamics (2.41) are attracting and/or stable? In particular, what kind of stability do Nash equilibria exhibit (if at all)?

Our most important tool in this direction will be the relative entropy (also known as the Kullback-Leibler divergence) between two strategies $q_i, x_i \in \Delta_i$:

$$H_{q_i}(x_i) \equiv d_{KL}(q_i, x_i) = \sum_{\alpha \in \text{supp}(q_i)} q_{i\alpha} \log \frac{q_{i\alpha}}{x_{i\alpha}}$$

(2.48)

where the sum is taken over the support of $q_i$; $\text{supp}(q_i) = \{ \alpha : q_{i\alpha} > 0 \}$. Of course, the entropy is finite only when $x_i$ employs with positive probability all $\alpha \in \Delta_i$ that are present in $q_i$; i.e. the domain of $H_{q_i}$ is $\Delta_{q_i} \equiv \{ x_i \in \Delta_i : q_i \ll x_i \}$, where “$\ll$” denotes absolute continuity of measures. All the same, it will matter little if we extend $H_{q_i}$ continuously to all of $\Delta_i$ by setting $H_{q_i} = \infty$ outside $\Delta_{q_i}$, so we will occasionally act as if $H_{q_i}$ were defined over all of $\Delta_i$.

Technicalities aside, the significance of the relative entropy lies in that it measures distance in probability space. Indeed, even though it is not a distance function per se (it fails to be symmetric and does not satisfy the triangle inequality), it is positive definite and strictly convex (Weibull, 1995, pp. 95-100). More importantly, if we fix a trajectory $x(t)$ of the replicator dynamics (2.41), a simple differentiation gives:

$$\frac{dH_{q_i}}{dt} = \sum_{\alpha} \frac{\partial H_{q_i}}{\partial x_{i\alpha}} \frac{dx_{i\alpha}}{dt} = \sum_{\alpha} \left( -\frac{q_{i\alpha}}{x_{i\alpha}} \right) x_{i\alpha} (u_i(x) - u_i(x))$$

$$= u_i(x) - \sum_{\alpha} q_{i\alpha} u_i(x),$$

(2.49)

modulo the assumption that $x(t) \in \text{Int}(\Delta)$ to avoid inessential technicalities.

In Nash games, the convex combination $\sum_{i} q_{i\alpha} u_i(x)$ is simply the payoff $u_i(x_{-i}; q_i)$ that the $i$-th player receives when playing $q_i \in \Delta_i$ against his opponents’ strategy $x_{-i} \in \Delta_{-i}$. This shows that the time derivative $H_{q_i} \equiv dH_{q_i}/dt$ is controlled by the sign of the difference $u_i(x) - u_i(x_{-i}; q_i)$, so if we can estimate the latter, we will be able to get a good idea of the evolution of $H_{q_i}$ (and, more importantly, the replicator trajectories $x(t)$). We can do this easily when the strategy $q_i$ is a (strictly) dominated one:

**Theorem 2.15 (Samuelson and Zhang, 1992).** Let $\mathcal{G} \equiv \mathcal{G}(N, \Delta, u)$ be a Nash game, and let $x(t)$ be an interior solution orbit of the replicator dynamics (2.41). If the strategy $q_i \in \Delta_i$ is not rationally admissible for player $i$, then:

$$\lim_{t \to \infty} d_{KL}(q_i, x_i(t)) = \infty.$$  

(2.50)

In particular, dominated strategies become extinct in the long run: if $\alpha \in \Delta_i$ is dominated, then $\lim_{t \to \infty} x_{i\alpha}(t) = 0$.

**Proof.** The proof of this proposition is relatively straightforward, but the technique will be important for our stochastic considerations in Chapter

---

31 Recall that a measure $\mu$ is called absolutely continuous with respect to $\nu$ ($\mu \ll \nu$) when every $\nu$-null set is also $\mu$-null. So, if $q_i$ and $x_i$ are interpreted as probability measures over $\Delta_i$, then $q_i \ll x_i$ means that $q_{i\alpha} = 0$ whenever $x_{i\alpha} = 0$ — equivalently, $\text{supp}(q_i) \subseteq \text{supp}(x_i)$.
4 (specifically, Proposition 4.1). Also, we will only show here that if \( q_i \) is strictly dominated, then \( d_{KL}(q_i, x_i(t)) \to \infty \); the general case for rationally inadmissible strategies follows by induction on the rounds of elimination of dominated strategies (see also Theorem 4.3), while the special case for pure dominated strategies follows by noting that the relative entropy \( H_{q_i} \) reduces to \( d_{KL}(\alpha, x_i) = -\log x_{ia} \) when \( q_i = \alpha \in A_i \) is pure.

So, assume that \( q_i \prec q_i' \) and consider the difference \( \dot{H}_{q_i}(x_i) - \dot{H}_{q_i'}(x_i) \). If \( x(t) \) is an interior trajectory of the replicator dynamics, then (2.49) yields:

\[
\dot{H}_{q_i}(t) - \dot{H}_{q_i'}(t) = \sum_{i} (q'_i - q_i) u_{ia}(x(t)) = u_i(x_{-i}(t); q'_i) - u_i(x_{-i}(t); q_i).
\]

Since \( q_i \prec q_i' \), it follows that the difference \( u_i(x_{-i}; q'_i) - u_i(x_{-i}; q_i) \) will be positive for all \( x_{-i} \in \Delta_{-i} \) and, since \( \Delta_{-i} = \prod_{j \neq i} \Delta_j \) is compact, it will actually be bounded away from zero by some constant \( m > 0 \). We thus obtain:

\[
\dot{H}_{q_i}(t) - \dot{H}_{q_i'}(t) \geq m > 0,
\]

which implies that \( \lim_{t \to \infty} H_{q_i}(x_i(t)) = \infty \).

The Kullback-Leibler entropy actually extends to an aggregate distance measure over all of \( \Delta \) by summing over all the players of the game:

\[
H_q(x) \equiv \sum_{i \in N} H_{q_i}(x_i) = \sum_{\alpha \in \text{supp}(q)} q_{ia} \log \frac{q_{ia}}{x_{ia}},
\]

where, as before, \( \text{supp}(q) = \{ \alpha : q_{ia} > 0 \} \). Unlike its player-specific summands \( H_{q_i} \), the temporal evolution of \( H_q \) is controlled by the aggregate payoff difference \( \sum_i (u_i(x) - \sum_{\alpha} q_{ia} u_{ia}(x)) \), an expression which leads to more “global” results:

**The “folk theorem”**.

**Theorem 2.16** (The Folk Theorem). Let \( q \) be an ESS of an evolutionary game \( G \).

1. If \( G \) is a single-population random matching game, then \( q \) is locally asymptotically stable in the replicator dynamics (2.41) and attracts all replicator trajectories which start at finite Kullback-Leibler distance from \( q \); in particular, if \( q \) is an interior ESS, then it attracts every interior solution orbit of (2.41).

2. If \( G \) is a multi-population random matching game, then \( q \) is locally asymptotically stable in the replicator dynamics (2.41); conversely, every locally asymptotically stable state of (2.41) is an ESS of \( G \). In other words, the asymptotically stable states of the replicator dynamics (2.41) coincide precisely with the strict equilibria of \( G \) (Proposition 2.12).

This theorem has been proven in a variety of different contexts and is affectionately known as the “folk theorem” of evolutionary game theory (for a more detailed account and proofs, see Weibull, 1995, pp.100–112).\(^{32}\) In a sense, it provides the justification that we have been looking for all along (at least, from an evolutionary perspective): if species evolve according to the simple growth equation (2.40), then they converge to an ESS; alternatively, if the players of a Nash game follow the myopic learning scheme (2.41), then the only states to which they might be attracted are the strict equilibria of the underlying game.

This observation is the beating heart of this thesis: from this point on, our main goal will be to extend it to stochastic environments where the players’ evolutionary course is constantly subject to random perturbations.

\(^{32}\) Some authors append to the “folk theorem” an assortment of related results – for instance, that if a state is the \( \alpha \)-limit of an interior replicator trajectory, or if it is Lyapunov stable, then it is necessarily at Nash equilibrium (Bomze, 1986; Nachbar, 1990; Weibull, 1995).
If one takes the publication of Itô’s seminal papers (Itô, 1944, 1946, 1951) as the starting point of stochastic analysis, one sees that it has been around for roughly the same amount of time as game theory. However, unlike game theory, stochastic calculus has grown as a branch of probability theory, inheriting in this way the robust structure of the latter and a universal conceptual consensus which is absent in the former. Thanks to this legacy, stochastic analysis has evaded the myriads of different (and often conflicting) definitions that have plagued game theory, and it has been blessed with a number of excellent textbooks, all consistent in terms of nomenclature.

As such, we will have no need to fix an extensive amount of notation or terminology, and the few fundamentals presented in this chapter only appear here for the sake of completeness. Our approach will be largely based on the brilliant books by Kuo (2006) and Øksendal (2007) to whom we refer the interested reader for more details – we are only scratching the surface here.

**Motivation**  In a nutshell, the object of stochastic analysis is to study differential equations with stochastic, “noise” terms (white or otherwise colored), such as the Langevin equation:

$$\frac{dx}{dt} = b(x,t) + \sigma(x,t)\eta(t)$$  \hspace{1cm} (3.1)

where $\eta(t)$ represents the “noise” process.

What are the properties that such a stochastic process should have based on our intuitive interpretation of what constitutes (white) noise? At the very least, one must assume that 1) $\eta$ is unbiased: $\langle \eta(t) \rangle = 0$ for all $t \geq 0$ (where $\langle \cdot \rangle$ denotes expectation); 2) that $\eta(t_1)$ is independent from $\eta(t_2)$ for $t_1 \neq t_2$ (i.e. $\langle \eta(t_1), \eta(t_2) \rangle = \delta(t_2 - t_1)$ in physics notation); and 3) that $\eta(t)$ is stationary in the sense that $\eta(t)$ and $\eta(t + \tau)$ are identically distributed for all $\tau > 0$.

As Øksendal (2007, p. 21) points out, the problem with this approach is that there is no “reasonable” stochastic process satisfying all these requirements, because any such process would not have continuous paths.¹ Itô’s way around this obstacle was to rewrite (3.1) in discrete time as:

$$X(t_{k+1}) - X(t_k) = b(X(t_k), t_k) \delta_k + \sigma(X(t_k), t_k) \left[ W(t_{k+1}) - W(t_k) \right],$$  \hspace{1cm} (3.2)

where $\delta_k = t_{k+1} - t_k$ is the discrete time step and $W(t_k)$ is “some” stochastic process which somehow reflects our “white noise” postulates, but is also “regular” enough to yield reasonable results when we take the limit $\delta_k \to 0$.²

---

¹ A physicist would expect this: if one chooses a number in $(0, 1)$ randomly every $\tau$ units of time, then one could hardly expect a continuous path as $\tau \to 0$.

² It is important to note here that the difference between the last term of (3.2) and the alternative discretization $\sigma(X(t_k), t_k)\eta(t_k)\delta_k$ is crucial; the latter actually takes us nowhere (Kuo, 2006).
Brownian motion is one of those concepts which is easy to treat informally but very hard to define rigorously. From a physical (and more intuitive) point of view, Brownian motion describes the movement of particles that wade through some medium and are constantly kicked around by random collisions with the molecules of the medium. For instance, the movement of pollen grains suspended in liquid (R. Brown’s original observation), smoke molecules in the air, or the diffusion of ink in water are all instances of Brownian motion.

To capture this randomness on a formal level, recall first the definition of a stochastic process: given some underlying probability space \((\Omega, \mathbb{P})\), a stochastic process indexed by \(t \in [0, \infty)\) is just a \(\mathbb{P}\)-measurable function \(X : \Omega \times [0, \infty) \to \mathbb{R}\). Following standard notation and terminology, we will often drop the argument \(\omega \in \Omega\) and write \(X(t)\) for the random variable \(X(\cdot, t) : \Omega \to \mathbb{R}\); we will only keep \(\omega\) in reference to the sample paths \(X^\omega \equiv X(\cdot, \cdot) : [0, \infty) \to \mathbb{R}\) of \(X\). In this way, Brownian motion in \(n\) dimensions may be described in terms of a stochastic process \(W(t) = (W_1(t), \ldots, W_n(t))\) that evolves in \(\mathbb{R}^n\).

However, what should we assume about the properties of this process based on our empirical observations of Brownian motion? First of all, Brownian paths must be continuous: a particle cannot teleport from one place to another. Secondly, assuming a uniform medium, the increments \(W(t + \tau) - W(t)\) should be independent of \(W(t)\) for all \(\tau > 0\): the position of the particle at time \(t\) should have no impact on what kind of stochastic jolts it will receive there. Finally, from Einstein’s work on molecular diffusions (Einstein, 1905, 1956) and the teachings of the Central Limit Theorem for random walks in discrete time (which are easier to analyze), we expect the increments \(W(t + \tau) - W(t)\) to be normally distributed with variance proportional to \(\sqrt{\tau}\).

3 For example, in climate models, a “slow” process is coupled to a “fast”, chaotic process which is usually modelled as noise. However, albeit chaotic, the faster process is still deterministic and, hence, its past retains a degree of correlation with its future evolution.
Bearing all this in mind, we are led to:

**Definition 3.1** (Brownian motion). A stochastic process $W$ in $\mathbb{R}^n$ will be called an $n$-dimensional Brownian motion (or a Wiener process) starting at $x \in \mathbb{R}^n$ if:

1. $\mathbb{P}(W(0) = x) = 1$. By convention, if no initial condition $x \in \mathbb{R}^n$ is specified, $W(t)$ will be assumed to start at 0.

2. $W$ has independent increments: for any collection of times $t_1, t_2, \ldots, t_k$ with $0 \leq t_1 < t_2 < \cdots < t_k$, the random variables:
   
   $$W(t_1), W(t_2) - W(t_1), \ldots, W(t_k) - W(t_{k-1})$$

   are independent. (3.4)

3. $W$ has stationary, normally distributed increments: for any $t \geq 0$, $\tau > 0$, and for every Borel $U \subseteq \mathbb{R}^n$:

   $$\mathbb{P}(W(t + \tau) - W(t) \in U) = \frac{1}{(2\pi\tau)^{n/2}} \int_U e^{-x^2/2\tau} dx.$$  

   (3.5)

4. Almost every sample path $W^\omega \equiv W(\cdot, \omega)$ of $W$ is continuous, i.e.:

   $$\mathbb{P}\{\omega : W^\omega \text{ is continuous}\} = 1.$$  

   (3.6)

**Remark.** There is an important point to note here. The assumption that the Brownian paths $W^\omega$ are continuous was the first one that we made and, from a physical point of view, it is the most fundamental one. However, it turns out that it is mathematically redundant: if a stochastic process $\tilde{W}$ satisfies properties (2) and (3), then the paths of $\tilde{W}$ will be almost surely continuous because of Kolmogorov’s continuity theorem (see below). In fact, properties (1)-(3) characterize Brownian motion completely (Knight, 1981).

As an easy consequence of this definition, we obtain some fundamental properties of Brownian motion that will be used freely in the rest of the text (see also Kuo, 2006 or Øksendal, 2007):

**Proposition 3.2.** Let $W(t) = (W_1(t), \ldots, W_n(t))$ be an $n$-dimensional Brownian motion starting at $x \in \mathbb{R}^n$. Then:

1. $W(t)$ is a Gaussian process. In particular, for all $s, t \geq 0$:

   $$\mathbb{E}_{x}[W(t)] = x$$

   $$\mathbb{E}_{x}[(W(t) - x)(W(s) - x)] = n \min\{s, t\}.$$  

   (3.7a)

   (3.7b)

2. The components $W_j(t)$ of $W(t)$ are independent Brownian motions.

3. For any $t_0 \geq 0$, the shifted process $W(t) - W(t_0)$ is a Brownian motion.

4. For any $\lambda > 0$, the rescaled process $W(\lambda t) / \sqrt{\lambda}$ is a Brownian motion.

The proof of this proposition is trivial, so we prefer to omit it. However, what is not at all trivial is to show that Brownian motions really do exist: after all, it is far from obvious that there exists some stochastic process $W(t)$ satisfying the stringent postulates of Definition 3.1. There are three main ways to go about such a construction, each very deep and intuitive, but also involving a fair

---

4 Recall that a process $X(t)$ is called Gaussian if, for all $0 \leq t_1 \leq \cdots \leq t_p$, the random variable $Z(t) = (X(t_1), \ldots, X(t_p))$ follows a (multi)normal distribution (Øksendal, 2007).
bit of technical craftsmanship. Since we will not need every detail involved, we will only present an outline of these constructions here, leaving the rest to dedicated sources such as Hida (1980), Knight (1981), Revuz and Yor (1999) or Kuo (2006).

The first construction (Wiener’s original approach) was to work backwards from the space \( \Omega = C^0[0, 1] \) of continuous paths \( \omega : [0, 1] \to \mathbb{R} \) and try to endow it with a probability measure that would “pick up” the Brownian paths (one could work directly with the entire domain \([0, \infty)\) but the compactness of \([0, 1]\) makes things easier). The starting point of Wiener’s method was to establish a probability measure in this very large space by first assigning probabilities to the “cylinder sets”:

\[
C \equiv C(t_1, \ldots, t_k; U) = \{ \omega \in C^\infty[0, 1]: (\omega(t_1), \ldots, \omega(t_k)) \in U \},
\]

where \( 0 < t_1 < \cdots < t_k \leq 1 \) and \( U \) is a Borel subset of \( \mathbb{R}^k \). So, in keeping with the Gaussian postulate of Definition 3.1, we let:

\[
P(C) = \int_U \prod_{j=1}^k \frac{1}{\sqrt{2\pi(t_j - t_{j-1})}} \exp \left( \frac{(x_j - x_{j-1})^2}{2(t_j - t_{j-1})} \right) dx_1 \cdots dx_k,
\]

which, if we take \( U = \prod_{j}[a_j, b_j] \) for transparency, is just another way of saying:

\[
P(\{\omega(t_1) \in [a_1, b_1], \ldots, \omega(t_k) \in [a_k, b_k]\})
\]

\[
= \int_{a_1}^{b_1} \cdots \int_{a_k}^{b_k} \prod_{j=1}^k p(x_{j-1}, x_j; t_j - t_{j-1}) dx_1 \cdots dx_k,
\]

where \( x_0 \) and \( t_0 \) are both taken to be 0 and \( p \) is the Gaussian transition kernel:

\[
p(x, y, t) = \frac{1}{\sqrt{2\pi t}} e^{-\frac{(x - y)^2}{2t}}.
\]

Wiener (1923) proved that the probability assignment \( C \mapsto P(C) \) is a well-defined \( \sigma \)-additive mapping on cylindrical sets and thus extends to the \( \sigma \)-algebra generated by all such sets.\(^5\) Since this algebra coincides with the Borel algebra \( \Omega \equiv C^0[0, 1] \) induced by the topology of uniform convergence (see e.g. Kuo, 2006, p. 24), it follows that \( P \) gives rise to a probability measure on \( \Omega \). Hence, if we set \( W(t, \omega) = \omega(t), \omega \in C^0[0, 1] \), the construction of \( P \) shows that \( W(t) \) satisfies the postulates of Definition 3.1 (Kuo, 2006, Theorem 3.1.2).

This method has the benefit of being very concise and elegant but it also runs “backwards”, in the sense that it does not provide a way to construct Brownian paths; instead, it simply endows the space of all continuous paths with a probability measure which conforms to what Brownian paths should “look like”. Another approach which is similar (at least in spirit) can be obtained by being less restrictive at the beginning and try to establish a Brownian measure on the space \( \mathbb{R}^{0, \infty} \) of all paths \( \omega : [0, \infty) \to \mathbb{R} \) instead (and not only on the continuous ones). What makes things simpler in this case is that the probability assignment (3.9) is consistent (that is, \( P(C) \) does not depend on how \( C \) is represented as a cylindrical set) and thus, by the Kolmogorov extension theorem (Shiryaev, 1995, p. 167), we immediately recover a probability measure \( P \) on \( \mathbb{R}^{0, \infty} \) with all the desired Gaussian properties.

---

\(^5\) This means that \( P \left( \bigcup_{j=1}^\infty A_j \right) = \sum_{j=1}^\infty P(A_j) \) for every countable family of disjoint sets \( A_j \).
Indeed, if we set \( W(t, \omega) = \omega(t) \), conditions (1)-(3) of Definition 3.1 are easy to verify; however, having admitted discontinuous paths, condition (4) takes a bit more work. To that end, note that \( W(t) \) satisfies the regularity condition:

\[
E \left[ (W(t) - W(s))^4 \right] = 2(t - s)^2, \tag{3.12}
\]

which tells us that, “on average”, the variations of \( W(t) \) are Lipschitz. Therefore, by Kolmogorov’s continuity theorem (Kuo, 2006) (which is all about establishing the continuity of Lipschitz processes), we know that \( W(t) \) does have a continuous realization, i.e. \( \mathbb{P} \)-almost every path \( \omega(t) \) is continuous.

This procedure is a bit deeper than Wiener’s original approach because it relies on two fundamental theorems of probability theory. However, it is still not as intuitive as one would hope, mostly because it extols the Gaussian properties of Brownian motion and not the “random kicks” mechanism. The latter is captured remarkably well in Lévy’s interpolation method which produces Brownian paths by interpolating between Gaussian jumps.

The details of the method can be found in Hida (1980) or Kuo (2006), but its essence is easy to describe. Indeed, let \( \xi_n \) be a sequence of independent Gaussian random variables of mean 0 and variance 1, defined on some sample space \( \Omega \). Then, as a first step, we define the stochastic process \( W_1(t) \):

\[
W_1(t) = \xi_1 t, \quad 0 \leq t \leq 1, \tag{3.13}
\]

that is, \( W_1 \) interpolates linearly between the points \((0, 0)\) and \((1, \xi_1)\). For \( W_2 \), keep the endpoints 0, 1 fixed, perturb \( W_1(1/2) \) by \( 2^{-1} \xi_2 \) (to keep the correct variance) and define \( W_2(t) \) by linearly interpolating between these values. So, by perturbing midpoints in this fashion, we get a sequence of stochastic processes \( W_n \) which, by construction, converges in variance for every dyadic rational \( t \):

\[
W_n(t) \overset{L^2(\Omega)}{\longrightarrow} W(t) \quad \text{for every } t \text{ of the form } t = k/2^m, \quad k = 1, \ldots, 2^m-1. \tag{3.14}
\]

From the definition of \( W_n(t) \), we get \( E[W(t)] = 0 \) and \( E \left[ (W(t) - W(s))^2 \right] = |t - s| \) for all dyadic rationals \( s, t \) (a straightforward, if somewhat tedious, calculation suffices to show that). This implies that the mapping \( t \mapsto W(t) \) is continuous in \( L^2(\Omega) \) so, with the dyadic rationals being dense in \([0,1] \), we may extend \( W(t) \) continuously over all of \([0,1] \). The process \( W(t), t \in [0,1] \) that we obtain in this way is called the Lévy limit and, with some more work, we can show that it satisfies all the postulates of Brownian motion (Hida, 1980).

Lévy’s construction is the one closest to our intuitive feel of how Brownian paths take shape as a series of random jolts. Given the astonishing richness of this phenomenon, we could remain on the topic of random walks and their properties nigh indefinitely, but since this discussion would take us too far afield, we refer the reader to any one of the excellent accounts on the subject listed in this chapter, Kuo (2006) being perhaps the most comprehensive one.

### 3.2 Stochastic Integration

Having established the existence and basic properties of Brownian motion, the second step in our program is to use it as a Riemann-Stieltjes integrator, i.e. to make sense of the “continuous-time” limit:

\[
\sum_k f(t_k) \delta W_k \to \int f(s) \, dW(s), \quad (3.15)
\]
where \( f(s) \) is some stochastic process.

A most natural question is the following: since we are essentially talking about a sum of random variables, can’t we simply take the standard Riemann sums approach and prove that the resulting sum converges in some appropriate sense (probability, \( L^2 \) or whatnot)? Unfortunately, the short answer is “no”, a slightly longer answer being that the limit depends crucially on how the Riemann sums are sampled.

To understand this, consider the “stochastic integral” \( \int_0^1 W(s) \, dW(s) \). Indeed, if we take some partition \( 0 = t_0 < t_1 < \cdots < t_k = t \) of \([0,t]\), the left and right Riemann sums of \( W(s) \) with respect to \( \{t_i\} \) will be:

\[
L_k = \sum_{j=1}^{k} W(t_{j-1})(W(t_j) - W(t_{j-1})) \\
R_k = \sum_{j=1}^{k} W(t_j)(W(t_j) - W(t_{j-1})).
\]

(3.16a, 3.16b)

As a result, the difference between the two sums will be:

\[
R_k - L_k = \sum_{j=1}^{k} (W(t_j) - W(t_{j-1}))^2,
\]

(3.17)

and since \( \mathbb{E}[(W(t_j) - W(t_{j-1}))^2] = t_j - t_{j-1}, \) we readily get:

\[
\mathbb{E}(R_k - L_k) = t,
\]

(3.18)

which is not small, no matter how large \( k \) becomes.\(^6\) In other words, it makes a lot of difference (to be exact) whether the stochastic integral is defined in terms of the left endpoints of the partition or of the right ones – or of some other arbitrary choice \( t_j^* \in [t_{j-1}, t_j] \).

For reasons that we will explain later, the two most useful choices for sampling the integrand \( f(s) \) of the (yet to be defined) stochastic integral \( \int_0^1 f(s) \, dW(s) \) are:

1. The left endpoint \( t_j^* = t_{j-1} \) which leads to the Itô stochastic integral.

2. The midpoint \( t_j^* = (t_{j-1} + t_j)/2 \) which leads to the Stratonovich integral.

We will first focus on the construction of the Itô integral, leaving the Stratonovich version for later. All the same, before proceeding any further, one must also ask: how general can the stochastic process \( f(s) \) be? In both cases, a (mostly technical) requirement is that \( f \) must be square integrable on average, in the sense that \( \mathbb{E} \left[ \int_0^1 f(s)^2 \, ds \right] < \infty \). More importantly however, it turns out that \( f \) must also be adapted to the Brownian motion (more properly to its filtration), i.e. the value of \( f(s) \) must be decidable by looking at the history of \( W(s') \) for all times \( s' \leq s \) (for example, \( f(s) = s^2 + \max_{s' \leq s} \{W(s')\} \) is fine, whereas \( f(s) = W(s + 1) \) is not).

The precise definition of adaptability or of the class of processes that are admissible as stochastic integrands need not concern us here.\(^7\) Instead, we prefer to give a brief account of how the stochastic integral is actually brought to life. This is done in three steps: first, one defines the stochastic integral of (adapted) “step processes”, then one approximates the integrand by a sequence of step processes, and, finally, one shows that this approximation behaves well with respect to the step integral.

\(^6\) Of course, this argument is a heuristic one; even though \( \mathbb{E}(R_k - L_k) = t > 0, \) we could still have \( R_k - L_k \rightarrow 0 \) almost surely. See Kuo (2006, Theorem 4.1.2) for a stronger result.\(^7\) The interested reader will find an excellent account in Kuo (2006).
STEP 1: STEP INTEGRALS. A step process is a process of the form:

\[ f(s, \omega) = \sum_{j=1}^{k} \xi_{j-1}(\omega)\chi_{[t_{j-1}, t_j)}(s), \quad 0 \leq s \leq t, \, \omega \in \Omega, \]

(3.19)

where \( 0 = t_0 < t_1 < \cdots < t_k = t \) is a partition of \([0, t]\), \( \chi_{[a, b]} \) denotes the indicator function of the interval \([a, b]\), and the random variables \( \xi_j \) are square integrable (\( E(\xi_j^2) < \infty \)) and only depend on the history of \( W(s) \) up to time \( t_j \). The stochastic integral of such a process is then defined in the natural way:

\[ I(f) \equiv \int_0^t f(s) \, dW(s) = \sum_{j=1}^{k} (W(t_j) - W(t_{j-1})), \]

(3.20)

and it can be shown that (Kuo, 2006; Øksendal, 2007):

\[ E[I(f)^2] = \int_0^t E[f^2(s)] \, ds, \]

(3.21)

a result which is known as the Itô isometry for step processes.

STEP 2: APPROXIMATION BY STEP PROCESSES. The next step consists of an approximation lemma to the effect that if \( f(s) \) is an admissible integrand process, then there exists a sequence of adapted step processes \( f_n(s) \) such that:

\[ \int_0^t E[(f(s) - f_n(s))^2] \, ds \to 0 \quad \text{as } n \to \infty. \]

(3.22)

The construction of such a sequence is the most technical part of the whole procedure and involves three successive approximations. First, one approximates \( f \) in the sense of (3.22) by a sequence of bounded processes, then one approximates these bounded processes by continuous ones, and, finally, one shows that these continuous processes can be approximated by step processes.

STEP 3: THE ITÔ INTEGRAL. With all this said and done, the Itô integral of \( f \) is defined in terms of its step process version (3.20) and the approximation (3.22) of \( f \) by step processes. More precisely, if \( f_n \) is a sequence of step processes which converges to \( f \) in the sense of (3.22), then we define:

\[ I(f) \equiv \int_0^t f(s) \, dW_s \equiv \lim_{n \to \infty} \int_0^t f_n(s) \, dW(s). \]

(3.23)

Thanks to the isometry (3.21), it can be shown that this definition is independent of the choice of approximating step sequences \( f_n \) and we also obtain the following properties of the Itô integral by looking at step approximations:

**Proposition 3.3.** Let \( f, g \) be square integrable adapted processes. Then, the Itô integrals \( I(f), I(g) \) have the following properties:

1. **Linearity:** \( I(af + bg) = aI(f) + bI(g) \).
2. **Zero mean:** \( E[I(f)] = 0 \).
3. **Itô Isometry:** \( E[I(f)I(g)] = \int_0^t E[f(s)g(s)] \, ds \).

The proof of this proposition can be found in Øksendal (2007). With some more work that involves Doob’s (sub)martingale inequality (Kuo, 2006), one can also show that Itô integrals are continuous.
Proposition 3.4 (Continuity of Itô Integrals). Let $f$ be a square integrable process and let $X(t)$ denote the Itô integral:

$$X(t) = \int_0^t f(s) \, dW(s). \quad (3.24)$$

Then, the paths $X^\omega \equiv X(\cdot, \omega)$ of $X$ are continuous almost surely.

**The Stratonovich Integral.** As we have already mentioned, the Stratonovich integral corresponds to the sampling choice $t_j^* = (t_j + t_{j-1})/2$, which suggests replacing the step integral (3.20) with:

$$\sum_{j=1}^k f(t_j^*) (W(t_j) - W(t_{j-1})). \quad (3.25)$$

By taking the limit in probability of this sum as the width $\delta_k = \max_j |t_j - t_{j-1}|$ of the partition $0 = t_0 < t_1 < \cdots < t_k = t$ goes to zero, it can be shown (Kuo, 2006, Theorem 8.3.7) that one obtains a partition-independent result which we denote by:

$$S(f) \equiv \int_0^t f(s) \, d\!W(s), \quad (3.26)$$

where we used $\partial$ to distinguish the “Stratonovich differential” $d\!W(s)$ from the corresponding Itô version $dW(s)$ that appears in (3.23).8

The main difference between these two definitions is that the Stratonovich choice is anticipative: even if $f$ is adapted to Brownian motion, the sampled value $f(t_j^*)$ cannot be determined by looking at the history of the process up to time $t_j$. This “forward-looking” feature of the Stratonovich integral makes it inappropriate as an integration theory for processes which are completely unpredictable, but if the future evolution of a process is not completely uncorrelated with its history (that is, if it is not a martingale), then Stratonovich integration is frequently a better fit.

For this reason, Itô integrals are mostly used in biology and economics where random events are inherently nondeterministic (at least, in a lax interpretation of the word), while Stratonovich integrals are used in physics to model chaotic (but deterministic) processes that evolve in very fast time scales. This Itô-Stratonovich dilemma will be crucial to our work, and we will discuss it further in the next section and in the chapters that follow.

### 3.3 Itô Calculus and Stochastic Differential Equations

Having established a theory of stochastic integration, we are now ready to go back to our program of writing a noisy version of the Langevin equation (3.1) in a meaningful way. Indeed, we may now take the continuous time limit of (3.2) and write:

$$\int_0^t X(s) \, ds = \int_0^t b(X(s), s) \, ds + \int_0^t \sigma(X(s), s) \, dW(s) \quad (3.27)$$

or, if we remove the integrals for notational convenience:

$$dX(t) = b(X(t), t) \, dt + \sigma(X(t), t) \, dW(t). \quad (3.28)$$

8 We follow the notation of Klebaner (2005) here; other authors (notably Kuo, 2006 and Øksendal, 2007) use the notation $\circ dW(s)$ instead of $dW(s)$. 
As opposed to (3.1) which was formulated in terms of the non-existent "white noise" derivative \( \eta(t) = \frac{dW}{dt} \), the stochastic differential equation (SDE) (3.28) is well-defined as the differential representation of the stochastic integral equation (3.27). So, the two main questions that arise are:

1. Are there existence and uniqueness results for (3.28)?

2. How can the SDE (3.28) be solved?

Without further ado (or proof), we state the answer to the first question:

**Theorem 3.5 (Existence and Uniqueness of Solutions to SDE's).** Consider the SDE (3.28), \( 0 \leq t \leq T \), with measurable coefficients \( b \) and \( \sigma \), and assume that there exist constants \( C, D \) such that:

\[
|b(x,t)| + |\sigma(x,t)| \leq C(1 + |x|) \tag{3.29a}
\]

and:

\[
|b(x,t) - b(y,t)| + |\sigma(x,t) - \sigma(y,t)| \leq D|x - y| \tag{3.29b}
\]

for all \( t \in [0, T] \) and for all \( x, y \in \mathbb{R} \). Then, for every initial condition \( x \in \mathbb{R} \), (3.28) admits a unique adapted solution \( X(t) \) with continuous paths starting at \( x \).

**Remark.** It is worth noting here that the theorem also holds for initial conditions \( x \) that are random variables with finite second moment; the only further assumption that needs to be made then is that \( x \) be suitably “independent” of the Brownian filtration – see Øksendal (2007) for details and proofs.

From a theoretical standpoint, this theorem is of paramount importance because it provides the necessary foundations for the theory of stochastic differential equations. However, from a more practical point of view, our second question on how to actually solve an SDE seems to be more relevant. Of course, this question is also meaningless in complete generality, much as there is no hope to provide a solution method for every ordinary differential equation. Hence, it is best to reformulate this question in terms of antiderivatives as:

\( \int \). Is there a formula that allows us to compute Itô integrals?

In contrast to ordinary integrals where the fundamental theorem of calculus reduces the problem to finding an antiderivative of the integrand, the answer to this question is, in general, no. However, the answer is positive if we restrict ourselves to integrands which are (sufficiently smooth) functions of \( t \) and \( W(t) \). This celebrated result is known as Itô's formula (or lemma, reflecting the modesty of its finder) and it lies at the very heart of stochastic calculus:

**Theorem 3.6 (Itô's formula; Itô, 1944).** Let \( f \) be a \( C^2 \) function. Then, the process

\[
Y(t) = f(W(t))
\]

satisfies:

\[
dY(t) = f'(W(t)) dW(t) + \frac{1}{2} f''(W(t)) dt. \tag{3.30}
\]

The proof of this stochastic variant of the chain rule can be found e.g. in Kuo (2006) or Øksendal (2007), and it leads to the following formula for calculation of Itô integrals:

\[
\int_0^t f'(W(s)) dW(s) = f(W(t)) - f(W(0)) - \frac{1}{2} \int_0^t f''(W(s)) ds, \tag{3.31}
\]
an expression which reduces the calculation of the stochastic integral \( I(f) \) to an antiderivative problem and an ordinary Riemann-Stieltjes integral.

To get the most mileage out of (3.30), we will need a slightly more general version, adjusted to processes of the form \( Y = f(X(t)) \) where \( X(t) \) is itself an Itô process, i.e. it satisfies:

\[
dX(t) = \mu(t) \, dt + \sigma(t) \, dW(t),
\]

(3.32)

with \( \mu \) and \( \sigma \) being themselves adapted. Then, if \( Y(t) = f(X(t)) \), we have:

\[
dY(t) = \left[ f'(X(t))\mu(t) + \frac{1}{2} f''(X(t))\sigma^2(t) \right] \, dt + f'(X(t))\sigma(t) \, dW(t)
\]

(3.33)

Even though it reduces to the standard Itô formula for \( \mu = 0 \) and \( \sigma = 1 \), the expression (3.33) might appear a bit opaque, at least at first sight. Its proof is actually only slightly more convoluted than the proof of (3.30) (see e.g. Øksendal, 2007), but, at a purely formal level, it can be “derived” by taking the Taylor expansion of \( f \) and using the “differential multiplication table”:

<table>
<thead>
<tr>
<th>( dW(t) )</th>
<th>( dt )</th>
<th>( dW(t) )</th>
<th>( dt )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( dt )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We stress here that the equality \( dW(t) \cdot dW(t) = dt \) is purely formal. It can be made precise by looking at the quadratic covariation of \( W(t) \), but we will avoid the temptation of diving in this issue – instead, see Klebaner (2005).

To illustrate the use of this “multiplication table”, note that, at a (purely!) formal level, the “Taylor expansion” of \( Y(t) = f(X(t)) \) gives:

\[
dY(t) = \hat{d}(f(X(t))) = f'(X(t))dX(t) + \frac{1}{2} f''(X(t))(dX(t))^2 + 0 ((dX(t))^3), \tag{3.34}
\]

and, by substituting \( dX(t) \) from (3.32), we easily obtain (3.33). Though purely formal, calculations of this kind will be our bread and butter in the following chapters, especially for multidimensional Itô processes. In that case, we will follow exactly the same method as above, except that we will have to complete the differential multiplication table with the entries \( dW_i(t) \cdot dW_j(t) = \delta_{ij} \, dt \) that correspond to the independent components \( W_i \) and \( W_j \) of multidimensional Wiener processes.

**Stratonovich Differentials** Having established a set of calculus rules for Itô differentials, our last task in this section will be to establish a similar set of rules for Stratonovich differentials, defined in terms of (3.25) and (3.26). As it turns out, the Stratonovich integral is related to the Itô integral via the differential relation:

\[
XdY = X \, dY + \frac{1}{2} (dX) \cdot (dY), \tag{3.35}
\]

where the “differential product” \( dX \cdot dY \) is calculated according to the multiplication table that we presented above and corresponds to the quadratic covariation \([X,Y]\) of \( X \) and \( Y \) (for details, see Kuo, 2006, Section 8.3). As a result, if we set \( X = 1 \) and \( Y(t) = f(W(t)) \) in (3.35), Itô’s formula gives:

\[
dY = dY = f'(W(t)) \, dW(t) + \frac{1}{2} f''(W(t)) \, dt = f'(W(t)) \, dW(t), \tag{3.36}
\]
where the last step follows from (3.35) and the formal derivation:

\[
\begin{align*}
    f'(W(t))dW(t) \\
    = f'(W(t)) \, dW(t) + \frac{1}{2} \left( f''(W(t)) \, dW(t) + \frac{1}{2} f'''(W(t)) \, dt \right) \, dW(t) \\
    = f'(W(t)) \, dW(t) + \frac{1}{2} f'''(W(t)) \, dt. 
\end{align*}
\] (3.37)

In this way, we see that Stratonovich differentials behave well with respect to the chain rule of ordinary calculus, a fact which makes them easier to deal with (calculationally at least). There are other reasons that support the use of Stratonovich differentials as well: the Wong-Zakai theorem (Wong and Zakai, 1965) states that if we take a smooth approximation to a Brownian path in the Stratonovich interpretation renders it inappropriate for many applications so, in the end, the Itô-Stratonovich dilemma can only be attacked on a case-by-case basis.

### 3.4 Diffusions and Their Generators

We end this chapter by presenting a few facts concerning an important class of stochastic differential equations:

**Definition 3.7 (Itô diffusion).** A (time-homogeneous) Itô diffusion in \( \mathbb{R}^n \) is a stochastic process \( X(t) = (X_1(t), \ldots, X_n(t)) \) which satisfies a SDE of the form:

\[
    dX_a(t) = b_a(X(t)) \, dt + \sum_{\mu=1}^{m} \sigma_{a\mu}(X(t)) \, dW_\mu(t), \quad a = 1, \ldots, n, 
\] (3.38)

where \( W(t) = (W_1(t), \ldots, W_m(t)) \) is a Brownian motion in \( \mathbb{R}^m \) and the drift and diffusion coefficients \( b \) and \( \sigma \) are both Lipschitz continuous.

The reason that such processes are called diffusions is because they are closely related to heat-type differential equations and other diffusive phenomena. Physically, this is to be expected: after all, (3.38) simply represents the spread of Brownian particles in a medium where there is a “deterministic” drift \( b \) and a “diffusive mechanism” \( \sigma \). From a mathematical point of view however, the connection between diffusion processes and parabolic (heat-type) differential equations is less clear. Thus, our first step in that direction will be to consider the (infinitesimal) generator of a diffusion (Øksendal, 2007):

**Definition 3.8 (Generator of a Diffusion).** Let \( X(t) \) be an \( n \)-dimensional (time-homogeneous) Itô diffusion. Then, the generator \( \mathcal{L} \) of \( X(t) \) is defined by:

\[
    \mathcal{L} f(x) = \lim_{t \to 0} \frac{\mathbb{E}_x[f(X(t)) \mid \mathcal{F}_t] - f(x)}{t}, 
\] (3.39)

for all functions \( f \) for which the limit (3.39) exists for all \( x \in \mathbb{R}^n \).

**Remark.** In accordance with our notational conventions, \( \mathbb{E}_x \) signifies here that the process \( X(t) \) has the initial condition \( X(0) = x \in \mathbb{R}^n \).

An important result of stochastic analysis is that the class of functions for which the RHS of (3.39) exists contains the space \( C^2_0(\mathbb{R}^n) \) of twice continuously
differentiable functions on \( \mathbb{R}^n \) with compact support (\( \text{Øksendal}, 2007, \) Section 7.3). When restricted to this space, \( \mathcal{L} \) can actually be expressed in terms of the drift and diffusion coefficients of \( X(t) \) in a particularly suggestive way:

\[
\mathcal{L} f = \sum_{a=1}^{n} b_a(x) \frac{\partial f}{\partial x_a} + \frac{1}{2} \sum_{a,b=1}^{n} \sum_{\mu=1}^{m} \sigma_{\alpha\mu}(x) \sigma_{\beta\mu}(x) \frac{\partial^2 f}{\partial x_a \partial x_b},
\]

or, in more succinct notation:

\[
\mathcal{L} = \langle b, \nabla \rangle + \frac{1}{2} \langle \sigma \sigma^T, \nabla \otimes \nabla \rangle,
\]

where \( \nabla \) represents the usual differential operator \( \nabla_a = \frac{\partial}{\partial x_a} \), and \( \langle \cdot, \cdot \rangle \) denotes the usual Euclidean metric pairing: \( \langle x, y \rangle = \sum_a x_a y_a \).

One cannot fail to notice here the resemblance of (3.40) to Itô’s formula (3.33). Indeed, if we set \( Y(t) = f(X(t)) \) for some \( f \in C^2_0(\mathbb{R}^n) \), then (3.33) readily yields:

\[
dY(t) = \mathcal{L} f(X(t)) \, dt + \sum_{a=1}^{n} \sum_{\mu=1}^{m} \left. \frac{\partial f}{\partial x_a} \right|_{X(t)} \sigma_{\alpha\mu}(X(t)) \, dW_\mu(t).
\]

In other words, \( \mathcal{L} f \) merely captures the temporal drift of the process \( Y(t) = f(X(t)) \) and, in tune with Definition 3.8, \( \mathcal{L} \) can be seen as the stochastic analogue of the deterministic time derivative \( \frac{d}{dt} \).

A consequence of this interpretation is Dynkin’s formula (\( \text{Øksendal}, 2007 \)):

\[
E_x[f(X(t))] = f(x) + E_x \left[ \int_0^t \mathcal{L} f(X(s)) \, ds \right].
\]

The key feature of this formula (which will become evident in Chapter 5) is that it can be used to calculate the evolution of functions of the original diffusion process. Essentially, this leads to Kolmogorov’s backward equation (KBE):

**Theorem 3.9** (Kolmogorov’s backward equation). Let \( f \in C^2_0(\mathbb{R}^n) \) be a twice continuously differentiable function with compact support, and let \( X(t) \) be an \( n \)-dimensional diffusion process with generator \( \mathcal{L} \). Then, if \( u(x,t) = E_x[f(X(t))] \), \( u \) will satisfy Kolmogorov’s backward equation:

\[
\frac{\partial u}{\partial t} = \mathcal{L} u,
\]

with initial condition \( u(x,0) = f(x) \).

The “backward” denomination of (3.44) is owed to the fact that it is an equation in the “backward” variables \( x \) which specify where the process \( X(t) \) started. As the name implies, there is also a forward version of (3.44) which describes the forward evolution of the diffusion.

To be more precise, let \( p(y, t) \equiv p_x(y, t) \) be the transition probability density with which a particle starting at \( x \) finds itself at \( y \) at time \( t \). We will then have:

\[
E_x[f(X(t))] = \int_{\mathbb{R}^n} p(y,t)f(y) \, dy \quad \text{for all} \quad f \in C^2_0(\mathbb{R}^n),
\]

and, by employing Dynkin’s formula, we easily get:

\[
\int_{\mathbb{R}^n} f(y)p(y,t) \, dy = f(x) + \int_0^t \int_{\mathbb{R}^n} p(y,s)\mathcal{L} f(y) \, dy \, ds.
\]
Thus, let $\mathcal{L}^\dagger$ be the adjoint generator defined by:

$$
\mathcal{L}^\dagger g(y) = -\sum_{a=1}^n \frac{\partial}{\partial y_a} \left[ b_a(y) g(y) \right] + \sum_{a,b=1}^n \frac{\partial^2}{\partial y_a \partial y_b} \left[ \sum_{\mu} \sigma_{\alpha \mu}(y) \sigma_{\beta \mu}(y) g(y) \right].
$$

(3.47)

Then, if $\langle \cdot, \cdot \rangle$ denotes the $L^2$ inner product on $\mathbb{R}^n$, we will have:

$$
\langle \mathcal{L} f(y), p(y,t) \rangle = \langle f(y), \mathcal{L}^\dagger p(y,t) \rangle \quad \text{for all } f \in C_0^2(\mathbb{R}^n).
$$

(3.48)

In this way, differentiating (3.46) with respect to time finally yields:

**Theorem 3.10 (Kolmogorov’s forward equation).** Let $p(y,t) \equiv p_z(y,t)$ be the transition probability density of a diffusion process $X(t)$ with initial condition $X(0) = x$ and infinitesimal generator $\mathcal{L}$. Then, for all $y \in \mathbb{R}^n$ and all $t > 0$, $p(y,t)$ satisfies Kolmogorov’s forward equation (KFE):

$$
\frac{\partial p}{\partial t} = \mathcal{L}^\dagger p(y,t),
$$

(3.49)

$\mathcal{L}^\dagger$ being the adjoint (3.47) of $\mathcal{L}$ with respect to the $L^2$ inner product on $\mathbb{R}^n$.

**Remark 1.** This equation is deeply rooted in statistical physics where it is more commonly known as the Fokker-Planck equation. As with most of our treatment of stochastic analysis, we stress that we are only scratching the surface here; for an excellent account of this fascinating subject, see Risken (1989).

**Remark 2.** Kolmogorov’s forward equation (3.49) finally justifies the name “diffusion process”. If $X(t)$ is an $n$-dimensional Brownian motion, it is easy to see that its generator $\mathcal{L}$ will be none other than the (self-adjoint) Laplacian

$$
\frac{1}{2} \Delta = \frac{1}{2} \sum_{a=1}^n \frac{\partial^2}{\partial x_a^2}.
$$

As a result, the transition probability density for particles that begin at the origin $0 \in \mathbb{R}^n$ will satisfy the heat equation:

$$
\frac{\partial p}{\partial t} = \frac{1}{2} \Delta p = \frac{1}{2} \sum_{a=1}^n \frac{\partial^2 p}{\partial x_a^2}.
$$

(3.50)

**Stability and Ergodicity.** Having established the link between diffusion processes and the diffusive phenomena which they are used to model, there arises a key question: what are the possible evolution patterns of a diffusion process?

In broad, qualitative terms, there are three possible types of trajectories that one might expect to observe:

1. **Stable trajectories:** the particle always stays in a neighborhood of where it started, possibly converging to a point (a trap of the diffusion).

2. **Recurrent trajectories:** the particle might stray far away from its starting point, but eventually returns again to its vicinity.

3. **Transient trajectories:** the particles escape to infinity.

There are many factors that affect the evolution of a diffusion, even within a class of “similar” processes: for example, Brownian motion is recurrent in dimensions 1 and 2, but it is transient for $n \geq 3$ (Oksendal, 2007, pp. 125-126). To make these ideas precise, we offer the following definitions (Arnold, 1974; Bhattacharya, 1978; Gihkman and Skorokhod, 1971):

**Definition 3.11 (Stochastic Stability).** Let $X(t)$ be a diffusion process in $\mathbb{R}^n$. We will say that $q \in \mathbb{R}^n$ is stochastically asymptotically stable with respect to
$X(t)$ when, for every neighbourhood $U$ of $q$ and every $\varepsilon > 0$, there exists a neighbourhood $V$ of $q$ such that:

$$P_x \left( X(t) \in U \text{ for all } t \geq 0 \text{ and } \lim_{t \to \infty} X(t) = q \right) \geq 1 - \varepsilon \quad (3.51)$$

for every initial condition $X(0) = x \in V$.

**Definition 3.12 (Recurrence and Transience).** Let $X(t)$ be a diffusion process in $\mathbb{R}^n$ starting at $x \in \mathbb{R}^n$. We will say that $X(t)$ is *recurrent* when, for every $y \in \mathbb{R}^n$ and for every neighborhood $U_y$ of $y$:

$$P_x \left( X(t_k) \in U_y \right) = 1, \quad (3.52)$$

for some sequence of (random) times $t_k$ that increases to infinity.

On the other hand, we will say that $X(t)$ is *transient* if:

$$P_x \left( \lim_{t \to \infty} |X(t)| = \infty \right) = 1, \quad (3.53)$$

for every initial condition $X(0) = x \in \mathbb{R}$.

The important dichotomy between recurrent and transient processes has been explored, among others, by Maruyama and Tanaka (1959), Khas’minskii (1960) and Bhattacharya (1978). Under relatively mild conditions, it turns out that recurrence becomes synonymous with ergodicity: the transition probabilities of a recurrent diffusion converge in total variation to an invariant measure which represents the steady state distribution of the process.

This ergodicity property will be very important to us in Chapters 5 and 6 but, for now, we prefer to focus on the notion of stability. Much the same as in the deterministic case, stochastic asymptotic stability is often established by means of a (local) Lyapunov function.\(^{10}\)

**Definition 3.13.** Let $X(t)$ be a diffusion in $\mathbb{R}^n$ with infinitesimal generator $\mathcal{L}$. We will say that $f$ is a (local) *stochastic Lyapunov function* of the diffusion $X(t)$ with respect to the point $q \in \mathbb{R}^n$ when there exists some neighborhood $U$ of $q$ such that:

1. $f(x) \geq 0$ for all $x \in U$, with equality if and only if $x = q$;
2. there exists a constant $k > 0$ such that $\mathcal{L}f(x) \leq -kf(x)$ for all $x \in U$.

Whenever such a Lyapunov function exists, it is known that the point $q \in \mathbb{R}^n$ where $f$ attains its minimum will be stochastically asymptotically stable (Gikhman and Skorokhod, 1971, pp. 314–315). Thus, finding a Lyapunov function will be our principal method for establishing the stochastic stability of an equilibrium point.

---

\(^{10}\) It might be important here to recall that a Lyapunov function of a *deterministic* dynamical system of the form $\dot{x} = V(x), x \in \mathbb{R}^n$, is a positive-definite function with $f(x) > 0$ unless $x = 0$ and such that $df(V(x)) < 0$ for all $x \neq 0$ – the origin was, of course, chosen for convenience. If such a function exists, then the origin is (globally) asymptotically stable (i.e. Lyapunov stable and globally attracting).
Part II

STOCHASTIC FLUCTUATIONS IN NON-COOPERATIVE GAMES
STOCHASTIC PERTURBATIONS IN NASH GAMES

Having established the necessary background in game theory and stochastic analysis, we are finally free to tackle in more precise terms the question that we first phrased back in Chapter 2: does rationality still emerge in the presence of stochastic perturbations that interfere with the game?

In evolutionary games, these perturbations traditionally take the form of “aggregate shocks” that are applied directly to the population of each phenotype. This approach by Fudenberg and Harris (1992) has spurred quite a bit of interest, and there is a number of features that differentiate it from the theory of deterministic evolution that we presented in Section 2.3. To name but an example, if the variance of the shocks is low enough, Cabrales (2000) showed that dominated strategies indeed become extinct in the long run. More recently, the work of Imhof (2005) revealed that even equilibrial play arises over time but, again, conditionally on the shocks being mild enough relative to the payoff differences in the game.

On the other hand, if one looks at games with a finite number of players, it is hardly relevant to consider shocks of this type, simply because there are no longer any populations to apply them to. Instead, any and all stochastic fluctuations should be reflected directly on the stimuli that incite players to play one strategy or another: their payoffs. This leads to a picture which is very different from the evolutionary one, and it is precisely the one that we will try to paint in this chapter.

Outline  In more precise terms, our aim will be to analyze the evolution of players in stochastically perturbed Nash games.¹ The particular stimulus-response model that we will consider is simple enough: players keep cumulative scores of their strategies’ performance and employ exponentially more often those that score better. In many ways, this “exponential learning” behavior is the simplest one that players could exhibit: as we will see, it reduces to the multi-population replicator dynamics, which are themselves the simplest scale-invariant growth model with no spontaneous mutations.

This approach is made precise in Section 4.1; then, in Section 4.2, we derive the stochastic replicator equation that governs the behavior of players when their learning curves are subject to random disturbances. The replicator equation that we get is different from the “aggregate shocks” approach of Fudenberg and Harris (1992) and, as a result, it exhibits markedly different rationality properties as well. In stark contrast to the results of Cabrales (2000) and Imhof (2005), we show in Section 4.3 that dominated strategies become extinct irrespective of the noise level (Proposition 4.1). In fact, by induction on the rounds of elimination of dominated strategies, we show that this is true even for iteratively dominated strategies: despite the noise, only rationally admissible

¹ See also Mertikopoulos and Moustakas (2009, 2010b).
strategies can survive the long run (Theorem 4.3). Then, as an easy corollary of the above, we infer that players converge to a strict equilibrium (Corollary 4.4) whenever the underlying game is a dominance-solvable one.

The similarities to the deterministic case do not stop here. In Section 4.4, we make a suggestive detour in the land of congestion games, and we show that if the noise is relatively mild with respect to the learning rate of the players, then the game’s strict equilibria are stochastically asymptotically stable; in fact, if the game is dyadic (i.e., players only have two choices), the tameness condition can be dropped altogether.

Encouraged by these results, we attack the general case in Section 4.5: as it turns out, strict equilibria are always stochastically stable in the replicator dynamics of stochastically perturbed exponential learning (Theorem 4.8). This is a direct port of the deterministic (multi-population) folk theorem 2.16 and, as such, it begs to be compared with the results of Imhof (2005) and Hofbauer and Imhof (2009), where it is the equilibria of a suitably modified game that are stable, and not those of the actual game being considered. In this way, we see that stochasticity separates the processes of learning and of natural selection: exponential learning seems to give a clearer picture of the underlying game and obviates the need for evolution-type modifications.

4.1 Exponential Learning

Let \( \Theta \equiv \Theta(N, \Delta, u) \) be a \( N \)-player Nash-type game, and let \( A_i \) be the set of possible actions (pure strategies) that player \( i \in \mathbb{N} \) can take in the game. If we recall the form of the replicator equation (2.41), we immediately get:

\[
\frac{d}{dt} \log(x_{ia}) = u_{ia}(x) - u_i(x),
\]

where, as before, \( x = \sum_{a \in A} x_a e_{ia} \in \Delta \) represents the players’ mixed strategy profile and \( u_{ia}(x) = u_i(x_{-i}; a) \) is the “pure” payoff that player \( i \) would receive by playing \( a \in A_i \), against his opponents’ mixed strategy \( x_{-i} \in \Delta_{-i} \) (as always, \( \{e_{ia} : a \in A_i\} \) represents the canonical basis of \( \mathbb{R}^{A_i} \); cf. Chapter 1). Then, by integrating (4.1) and taking the ratio \( x_{ia} / x_{i\beta} \), we readily obtain:

\[
\frac{x_{ia}(t)}{x_{i\beta}(t)} = \frac{e^{U_{ia}(t)}}{e^{U_{i\beta}(t)}},
\]

where \( U_{ia}(t) = \int_0^t u_{ia}(x(s)) \, ds \). However, since \( \sum_{\beta} x_{i\beta} = 1 \) (recall that \( x_i \) is a probability distribution in \( \Delta_i \equiv \Delta(A_i) \)), a simple summation of this last equation leads to the Gibbs distribution:

\[
x_{ia}(t) = \frac{e^{U_{ia}(t)}}{\sum_{\beta} e^{U_{i\beta}(t)}}.
\]

In the probabilistic interpretation of mixed strategies (where \( x_i \) represents the probability distribution of player \( i \) over his action set \( A_i \)), this last equation and the independence of the \( x_i \)’s imply that the probability \( P(a_1, \ldots, a_N) \) of observing the players at the state \( (a_1, \ldots, a_N) \in A \equiv \prod_i A_i \) will be given by:

\[
P(a_1, \ldots, a_N) = \frac{\exp \left( \sum_{\beta_1} U_{i\beta_1}(t) \right)}{\sum_{\beta_1} \cdots \sum_{\beta_N} \exp \left( \sum_{\beta} U_{i\beta}(t) \right)}.\]
In other words, if players evolve according to the replicator equation (2.41), the \( U_{ia} \) can be seen as (the negatives of) player-specific Hamiltonians which the players are inherently trying to maximize over time.

This optimization effort is implicit in the replicator dynamics (2.41), but it is much easier to understand if we read this line of reasoning backwards. Indeed, the integral \( U_{ia}(t) = \int_0^t u_{ia}(x(s)) \, ds \) in (4.3) simply represents the total payoff that the strategy \( a \in A_i \) would have garnered for player \( i \) up to time \( t \) (of course, paired against the evolving mixed strategy \( x_{-i}(t) \) of \( i \)'s opponents). In its turn, this suggests an alternative interpretation of the replicator equation (2.41), which is even more intuitive than our derivation in Section 2.1.2 (and which will be the focal point of our stochastic considerations as well).

So, before introducing any rules of dynamic evolution, let us assume that players keep track of their strategies’ performance by means of the scores \( U_{ia} \):

\[
dU_{ia}(t) = u_{ia}(x(t)) \, dt,
\]

where \( x(t) \) represents the players’ strategy profile at time \( t \) and, in the absence of initial bias, we assume that \( U_{ia}(0) = 0 \) for all players \( i \in \mathcal{N} \) and all actions \( a \in A_i \). These scores obviously reinforce the perceived success of each strategy as measured by the average payoff it yields and, hence, it stands to reason that players will lean towards the strategy with the highest score.

How do the players do that? A first choice might be to choose a strategy with probability proportional to its score, that is, to set \( x_{ia} = \frac{U_{ia}}{\sum_\beta U_{i\beta}} \); however, this choice is problematic because scores might well be negative. In a small leap of faith, we assume (or, more fittingly, propose) that players update their strategies according to the namesake law of exponential learning:

\[
x_{ia}(t) = \frac{e^{\lambda_i U_{ia}(t)}}{\sum_\beta e^{\lambda_i U_{i\beta}(t)}},
\]

which, except for the learning rates \( \lambda_i > 0 \) is just a reiteration of (4.3).

At first sight, this choice might seem arbitrary and, indeed, if our only criterion were to specify the variables \( x_{ia} \) in terms of \( U_{ia} \) in a consistent way, we might as well have gone with squaring instead of exponentiating (or any other positive smooth function). The reason that makes the updating rule (4.6) a natural choice by itself is its relation to the logit model and the learning scheme of logistic fictitious play (Fudenberg and Levine, 1998).³

The idea behind logistic learning is quite simple: given the strategy of one’s opponents, one would like to play the best possible response to it, i.e. the strategy which maximizes one’s gains in this constrained context. However, it might well happen that this best-response is not uniquely determined: for instance, if there exist two actions \( a, \beta \in A_i \) of player \( i \) which yield the same maximum reward \( u_i(x_{-i}; a) = u_i(x_{-i}; \beta) \), then any convex combination of these two strategies will also be a best response to \( x_{-i} \).

To resolve this lack of uniqueness, one resorts to a “smoothing” trick and perturbs the payoff functions \( u_i(x) \) by a strictly concave function \( h_i(x_i) \) whose

---

² In discrete time, equation (4.5) would take the form: \( U_{ia}(t + \delta) = U_{ia}(x(t)) + u_{ia}(x(t)) \delta \). We will concentrate here on continuous time; for the discrete-time case, see e.g. Benaïm (1999).

³ In the literature, the term “logit learning” is often used to describe (4.6). I find this choice somewhat unfortunate: the logit function is defined as \( \logit p = \log(p/(1 - p)) \), and it is its inverse; the logistic function which essentially appears in (4.6). In this respect, the designation “logistic” appears far superior to “logit”.

---
Connections with thermodynamics.

Learning rates and temperature.

derivatives blow up at the boundary of $\Delta_i$. More precisely, one considers a “perturbed” version $\tilde{G}(\tau)$ of $G$ with payoffs given by:

$$\tilde{u}_i(x) = u_i(x) + \tau_i h_i(x),$$

(4.7)

where $\tau_i$ is a player-specific temperature-like parameter which “freezes” the game $G(\tau)$ back to $G(0) = G$ when it becomes zero.

Geometrically, if one pictures the constrained payoff $u_i(x_{-i}; \cdot) : \Delta_i \to \mathbb{R}$ in terms of its graph over $\Delta_i$, then the perturbation $h_i$ amounts to attaching a strictly concave “cap” over this graph, itself a simplex over $\Delta_i$ (owing to the multilinearity of $u_i$). Clearly then, the strategy $\tilde{\beta}_i(x) \in \Delta_i$ which corresponds to the summit of this cap will be the unique best reply of player $i$ to $x_{-i}$ in the perturbed game, and, as it turns out, the mapping $x \mapsto \tilde{\beta}_i(x)$ is actually smooth (Fudenberg and Levine, 1998).

Obviously, this smooth best-reply correspondence $\tilde{\beta}_i : \Delta_i \to \Delta_i$ depends on the perturbation function $h_i$. A most natural choice in this regard would be to take the entropy of $x_i$ itself and set:

$$h_i(x_i) = - \sum_{a \in \text{supp}(x_i)} x_{ia} \log x_{ia}. \quad (4.8)$$

With this choice, one is essentially asked to maximize:

$$\tilde{u}_i(x_{-i}; x_i) = u_i(x_{-i}; x_i) - \tau_i \sum_a x_{ia} \log x_{ia}$$

(4.9)

for fixed $x_{-i} \in \Delta_{-i}$, and subject to the condition $\sum_a x_{ia} = 1$. Thus, by solving this (convex) optimization problem, we obtain the logistic best-reply:

$$\tilde{\beta}_{ia}(x) = \frac{\exp \left( \frac{1}{\tau_i} u_{ia}(x) \right)}{\sum_{\beta} \exp \left( \frac{1}{\tau_i} u_{i\beta}(x) \right)}, \quad (4.10)$$

which freezes to a myopic (and usually ill-defined) best-reply scheme when the temperature parameters $\tau_i$ go to zero.

Under the light of the above, the exponential learning rule (4.6) becomes a very reasonable choice: the players are maximizing their expected scores, while simultaneously keeping the entropy of their strategies as high as possible, in an effort to sample them as uniformly as the disparity of their payoffs allows. This score-entropy balance is controlled by the players’ learning rates $\lambda_i$ which, as can be seen by comparing (4.6) to (4.10), act as “inverse temperatures” of sorts: in high temperatures (small $\lambda_i$), the players’ learning curves are “soft” and payoff differences are toned down; on the contrary, if $\lambda_i \to \infty$, exponential learning freezes down to a hard best-reply process.

To justify the term “learning rate” – and also to recover the connection to the replicator dynamics – simply note that if we differentiate (4.6) to decouple it from (4.5), we obtain:

$$\frac{dx_{ia}}{dt} = \frac{\lambda_i u_{ia}(x) \sum_{\beta} e^{\lambda_i U_{i\beta}} - \lambda_i e^{\lambda_i U_{ia}} \sum_{\beta} u_{i\beta}(x) e^{\lambda_i U_{i\beta}}}{\left( \sum_{\beta} e^{\lambda_i U_{i\beta}} \right)^2}$$

$$= \lambda_i x_{ia} \left( u_{ia}(x) - u_i(x) \right). \quad (4.11)$$

This rate-adjusted replicator equation shows that the rates $\lambda_i$ also control the timescale at which players evolve: the greater a player’s learning rate, the
faster his strategies will be updated – clearly, when players all learn at the “standard” rate $\lambda_i = 1$, we recover the uniform replicator dynamics (2.41).

### 4.2 Learning in the Presence of Noise

The rate-adjusted dynamics (4.11) obviously inherit the rationality properties of the replicator dynamics in multi-population random matching games, so there is really not much left to say here: dominated strategies become extinct (Theorem 2.15) and the folk theorem (Theorem 2.16) applies. However, one could argue that these properties are a direct consequence of the players’ receiving accurate information about the game when they update their scores, and this is a requirement that cannot always be met. The interference of nature with the game or imperfect readings of one’s rewards invariably introduce stochastic fluctuations in (4.5), which, in turn, will propagate all the way down to the replicator dynamics (4.11).

To account for these random perturbations, we will assume that the players’ scores are governed instead by the **stochastic** differential equation:

$$
\frac{dU_{ia}(t)}{dt} = u_{ia}(X(t)) \, dt + \sigma_{ia}(X(t)) \, dW_{ia}(t),
$$

where, as before, the strategy profile $X(t) \in \Delta$ is given by the logistic law:

$$
X_{ia}(t) = \frac{e^{\lambda_i U_{ia}(t)}}{\sum_{\beta} e^{\lambda_i U_{i\beta}(t)}},
$$

$$
W(t) = \sum_{i, a} W_{ia}(t)e_{ia}
$$

is a Wiener process in $\mathbb{R}^A \cong \prod_i \mathbb{R}^{A_i}$, and the noise coefficients $\sigma_{ia} : \Delta \to \mathbb{R}$ are essentially bounded functions $\sigma_{ia} : \Delta \to \mathbb{R}$ which measure the impact of the noise on the players’ scoring system.\footnote{Recall that a function $f$ is called essentially bounded when $\text{ess} \sup |f| < \infty$, i.e. when it is bounded modulo a Lebesgue-null set.}

**Remark.** A very important instance of the dependence of the noise coefficients on the state of the game can be seen if $\sigma_{ia}(x_{-i}; a) = 0$ for all players $i \in N$ and all $a \in A_i$, $x_{-i} \in \Delta_{-i}$. In that case, equation (4.12) becomes a convincing model for the case of imperfect information: when a player actually employs a strategy, his payoff observations are accurate, but with regards to strategies that he rarely employs, his readings could be arbitrarily off the mark.

Bearing all this in mind, we may decouple (4.12) and (4.13) by applying Itô’s formula (3.30). To that end, recall that $W(t)$ has stochastically independent components across both players and their strategies, so we will have $dW_{i\beta} = dW_{k\gamma}$.

$$
dX_{ia} = \sum_{j, \beta} \frac{\partial X_{ia}}{\partial U_{j\beta}} \, dU_{j\beta} + \frac{1}{2} \sum_{j, \beta} \sum_{k, \gamma} \frac{\partial^2 X_{ia}}{\partial U_{j\beta} \partial U_{k\gamma}} \, dU_{j\beta} \cdot dU_{k\gamma}
$$

$$
= \sum_i \left( u_{i\beta}(X) \frac{\partial X_{ia}}{\partial U_{i\beta}} + \frac{1}{2} \sigma_{i\beta}^2(X) \frac{\partial^2 X_{ia}}{\partial U_{i\beta}^2} \right) \, dt
$$

$$
+ \sum_{\beta} \sigma_{i\beta}(X) \frac{\partial X_{ia}}{\partial U_{i\beta}} \, dW_{i\beta}.
$$

**Remark.** Though unremarkable in itself, the stochastic differentiation (4.14) is actually the most general form of the replicator dynamics because it encodes...
the propagation of the noise that is inherent to the processes $U_{i\alpha}$ down to the observable variables $X_{i\alpha}$.

At any rate, an ordinary differentiation of (4.6) immediately yields:

\[
\frac{\partial X_{i\alpha}}{\partial U_{i\beta}} = \lambda_i X_{i\alpha} (\delta_{i\beta} - X_{i\beta}) \\
\frac{\partial^2 X_{i\alpha}}{\partial U_{i\beta}^2} = \lambda_i^2 X_{i\alpha} (\delta_{i\beta} - X_{i\beta})(1 - 2X_{i\beta})
\]

and, hence, by plugging these expressions back into (4.14), we get:

\[
dX_{i\alpha} = \lambda_i X_{i\alpha} (u_{i\alpha}(X) - u_i(X)) dt \\
+ \frac{\lambda_i^2}{2} X_{i\alpha} \left( \sigma^2_{i\alpha}(X)(1 - 2X_{i\alpha}) - \sum_{i\beta} \sigma^2_{i\beta}(X) X_{i\beta}(1 - 2X_{i\beta}) \right) dt \\
+ \lambda_i X_{i\alpha} \left( \sigma_{i\alpha}(X) dW_{i\alpha} - \sum_{i\beta} \sigma_{i\beta}(X) X_{i\beta} dW_{i\beta} \right),
\]

or, in the “uniform” case $\lambda_i = 1$:

\[
dX_{i\alpha} = X_{i\alpha} (u_{i\alpha}(X) - u_i(X)) dt \\
+ \frac{1}{2} X_{i\alpha} \left( \sigma^2_{i\alpha}(X)(1 - 2X_{i\alpha}) - \sum_{i\beta} \sigma^2_{i\beta}(X) X_{i\beta}(1 - 2X_{i\beta}) \right) dt \\
+ X_{i\alpha} \left( \sigma_{i\alpha}(X) dW_{i\alpha} - \sum_{i\beta} \sigma_{i\beta}(X) X_{i\beta} dW_{i\beta} \right).
\]

The rate-adjusted equation (4.16) and its uniform sibling (4.17) will constitute our stochastic version of the replicator dynamics and thus merit some discussion in and by themselves. First, note that these dynamics admit a (unique) strong solution for any initial state $X(0) = x \in \Delta$, even though they do not satisfy the linear growth condition $|b(x)| + |\sigma(x)| \leq C(1 + |x|)$ that is required for the existence and uniqueness theorem for SDE’s (Theorem 3.5). Nevertheless, an addition over $a \in A_i$ reveals that every simplex $\Delta_i \subseteq \Delta$ remains invariant under (4.16): if $X_i(0) = x_i \in \Delta_i$, then $d \left( \sum_i X_{i\alpha} \right) = 0$ and, hence, $X_i(t)$ will stay in $\Delta_i$ for all $t \geq 0$.

So, let $\phi$ be a smooth bump function that is equal to 1 on some open neighborhood $U \supseteq \Delta$ and which vanishes outside some compact set $K \subseteq U$. Then, if we denote the drift and diffusion coefficients of (4.16) by $b$ and $c$ respectively, the SDE

\[
dX_{i\alpha} = \phi(X) \left( b_{i\alpha}(X) dt + \sum_{i\beta} c_{i,\beta}(X) dW_{i\beta} \right)
\]

will have bounded diffusion and drift coefficients and will thus admit a unique strong solution. But since this last equation agrees with (4.16) on $\Delta$ and any solution of (4.16) always stays in $\Delta$, we can easily conclude that our perturbed replicator dynamics admit a unique strong solution for any initial $X(0) = x \in \Delta$.

It is also important to compare the dynamics (4.16), (4.17) to the “aggregate shocks” approach of Fudenberg and Harris (1992) that has become the principal incarnation of the replicator dynamics in stochastic environments. So, let us first recall how aggregate shocks enter the replicator dynamics in the first place. The main idea is that the reproductive fitness of an individual is not
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5 Actually, it is not harder to see that every face of $\Delta$ is a trap for $X(t)$ in the sense that any trajectory which starts at a face of $\Delta$ will remain in the face with probability 1.
only affected by deterministic factors but is also subject to stochastic shocks due to the “weather” and the interference of nature with the game.

More precisely, if \( Z_{ia}(t) \) denotes the population size of phenotype \( \alpha \in A_i \) of the species \( i \in N \) in some multi-population random matching game \( \mathfrak{G} \), its growth will be determined by:

\[
dZ_{ia}(t) = Z_{ia}(t) \left( u_{ia}(X(t)) \right) dt + \sigma_{ia} dW_{ia}(t),
\]

where, as in (2.40), \( X(t) \in \Delta \) denotes the population shares \( X_{ia} = Z_{ia} / \sum_\beta Z_{i\beta} \). In this way, an Itô differentiation yields the (multi-population) replicator dynamics with aggregate shocks:

\[
dX_{ia} = X_{ia} \left[ \left( u_{ia}(X) - u_i(X) \right) - \left( \sigma_{ia}^2 X_{ia} - \sum_\beta \sigma_{i\beta}^2 X_{i\beta}^2 \right) \right] dt + X_{ia} \left[ \sigma_{ia} dW_{ia} - \sum_\beta \sigma_{i\beta} X_{i\beta} dW_{i\beta} \right].
\]

We thus see that the effects of noise propagate differently in the case of exponential learning and in the case of evolution. Indeed, if we compare equations (4.16) (or, more fittingly, the uniform version (4.17)) with (4.20) term by term, we see that their drifts are not quite the same. Even though the payoff adjustment \( u_{ia} - u_i \) ties both equations back together in the deterministic limit \( (\sigma = 0) \), the two expressions differ by the term:

\[
\frac{1}{2} X_{ia} \left( \sigma_{ia}^2 - \sum_\beta \sigma_{i\beta}^2 X_{i\beta} \right) dt.
\]

Innocuous as this term might seem, it is actually crucial for the rationality properties of exponential learning in games with randomly perturbed payoffs. As we shall see in the next sections, it leads to some miraculous cancellations that allow rationality to emerge in all noise levels.

This difference further suggests that we can pass from (4.16) to (4.20) simply by modifying the game’s payoffs to \( \tilde{u}_{ia} = u_{ia} + \frac{1}{2} \sigma_{ia}^2 \). Of course, this presumes that the noise coefficients \( \sigma_{ia} \) be constant – the general case would require us to allow for games whose payoffs may not be multilinear. This apparent lack of generality does not really change things but we prefer to keep things simple, so, for the time being, it suffices to point out that this modified game was precisely the one that came up in the analysis of Imhof (2005) and Hofbauer and Imhof (2009). As a result, this modification appears to play a pivotal role in setting apart learning and evolution in a stochastic setting: whereas the modified game is deeply ingrained in the process of natural selection, exponential learning seems to give players a clearer picture of the actual underlying game.

While on the point of evolution versus learning, there is yet another important observation to be made. More precisely, note that if we compare the deterministic scoring and growth equations (4.5) and (2.40) respectively, we readily obtain:

\[
dU_{ia} = u_{ia}(x) dt = \frac{dz_{ia}}{z_{ia}} = d(\log z_{ia}),
\]

so that \( z_{ia}(t) = e^{U_{ia}(t)} \). In the stochastic case however, Itô’s lemma gives:

\[
d(\log Z_{ia}) = \frac{dZ_{ia}}{Z_{ia}} - \frac{1}{2} \frac{dZ_{ia}^2}{Z_{ia}^2} = \frac{dZ_{ia}}{Z_{ia}} - \frac{1}{2} \sigma_{ia}^2 dt.
\]
Therefore, a comparison of (4.12) and (4.19) yields:

\[ dU_{ia}(t) = d(\log Z_{ia}) + \frac{1}{2} \sigma^2_{ia} dt, \]

(4.24)

or, equivalently:

\[ Z_{ia}(t) = \exp \left( \int_0^t u_{ia}(X(s)) - \frac{1}{2} \sigma^2_{ia}(X(s)) \, ds \right). \]

(4.25)

In a certain sense, this last equation illustrates the role of the modified game \( \tilde{u}_{ia} = u_{ia} + \frac{1}{2} \sigma^2_{ia} \) even more clearly than the extra term (4.21). More importantly, it also serves to explain the observation of Hofbauer and Imhof (2009) regarding the behavior of Stratonovich-type perturbations (see also Khas’minskii and Potsepun, 2006): since \( \partial(\log Z_{ia}) = \frac{\partial Z_{ia}}{Z_{ia}} \), we see that, essentially, Itô perturbations in exponential learning correspond to Stratonovich perturbations in evolution.

4.3 Extinction of Dominated Strategies

Armed with the stochastic replicator equations (4.16) and (4.17) to model exponential learning in noisy environments, the logical next step is to see if the rationality properties of the deterministic dynamics carry over to this stochastic setting.

In this direction, we will first show that dominated strategies always become extinct in the long run and that only the rationally admissible ones survive. As in Cabrales (2000) (implicitly) and Imhof (2005) (explicitly), the key ingredient of our approach will be the cross entropy between two mixed strategies \( q_i, x_i \in \Delta_i \) of player \( i \in N \):

\[ H(q_i, x_i) \equiv - \sum_{\alpha : q_{ia} > 0} q_{ia} \log(q_{ia}) = H(q_i) + d_{KL}(q_i, x_i) \]

(4.26)

where \( H(q_i) = - \sum_{\alpha : q_{ia} > 0} q_{ia} \log q_{ia} \) is the entropy of \( q_i \) and \( d_{KL} \) is the Kullback-Leibler distance of \( x_i \) from \( q_i \).

As we pointed out in the proof of Theorem 2.15 and the discussion immediately preceding it, \( d_{KL}(q_i, x_i) < \infty \) if and only if \( x_i \) employs with positive probability all pure strategies \( \alpha \in A_i \) that are present in \( q_i \) (i.e. iff \( q_i \) is absolutely continuous w.r.t. \( x_i \)). Therefore, if \( d_{KL}(q_i, x_i) = \infty \) for all dominated strategies \( q_i \) of player \( i \), it immediately follows that \( x_i \) cannot be dominated itself. Following this line of reasoning, we obtain:

**Proposition 4.1.** Let \( X(t) \) be a solution trajectory of the stochastic replicator dynamics (4.17) for some interior initial condition \( X(0) = x \in \text{Int}(\Delta) \). Then, if \( q_i \in \Delta_i \) is (strictly) dominated, we will have:

\[ \lim_{t \to \infty} d_{KL}(q_i, X_i(t)) = \infty \quad \text{almost surely.} \]

(4.27)

In particular, if \( q_i = \alpha \in A_i \) is pure, we will have \( \lim_{t \to \infty} X_i(t) = 0 \) (a.s.): strictly dominated strategies do not survive in the long run.

**Proof.** Note first that \( X(0) = x \in \text{Int}(\Delta) \) and, hence, \( X_i(t) \) will almost surely stay in \( \text{Int}(\Delta_i) \) for all \( t \geq 0 \) – a simple consequence of the uniqueness of strong solutions and the invariance of the faces of \( \Delta_i \) under the dynamics (4.17).
Let us now consider the cross entropy $G_{q_i}(t)$ between $q_i$ and $X_i(t)$:

$$G_{q_i}(t) \equiv H(q_i, X_i(t)) = -\sum_{a} q_{ia} \log X_{ia}(t). \quad (4.28)$$

As a result of $X_i(t)$ being an interior path, $G_{q_i}(t)$ will remain finite for all $t \geq 0$ (a.s.). So, by applying Itō’s formula, we get:

$$dG_{q_i} = \sum_{\beta} \frac{\partial G_{q_i}}{\partial X_{i\beta}} dX_{i\beta} + \frac{1}{2} \sum_{\beta, \gamma} \frac{\partial^2 G_{q_i}}{\partial X_{i\beta} \partial X_{i\gamma}} dX_{i\beta} dX_{i\gamma}$$

$$= -\sum_{\beta} \frac{q_{i\beta}}{X_{i\beta}} dX_{i\beta} + \frac{1}{2} \sum_{\beta} \frac{q_{i\beta}^2}{X_{i\beta}^2} (dX_{i\beta})^2. \quad (4.29)$$

and, after substituting $dX_{i\beta}$ from the replicator dynamics (4.17), this last equation becomes:

$$dG_{q_i} = \sum_{\beta} \frac{q_{i\beta}}{X_{i\beta}} \left[u_i(X) - u_i(X) + \frac{1}{2} \sum_{\gamma} \sigma_{\gamma}(X) X_{i\gamma}(1 - X_{i\gamma})\right] dt$$

$$+ \sum_{\beta} q_{i\beta} \sum_{\gamma} (X_{i\gamma} - \delta_{\beta\gamma}) \sigma_{\gamma}(X) dW_{i\gamma}. \quad (4.30)$$

Accordingly, if $q'_{i} \in \Delta_i$ is another mixed strategy of player $i$, we obtain:

$$dG_{q_i} - dG_{q'_i} = (u_i(X_{-i}; q'_{i}) - u_i(X_{-i}; q_{i})) dt$$

$$+ \sum_{\beta} (q'_{i\beta} - q_{i\beta}) \sigma_{i\beta}(X) dW_{i\beta}, \quad (4.31)$$

so, after integrating, we obtain:

$$G_{q_i-q'_i}(t) = H(q_i - q'_i, x) + \int_0^t u_i(X_{-i}(s); q'_i - q_i) ds$$

$$+ \sum_{\beta} (q'_{i\beta} - q_{i\beta}) \int_0^t \sigma_{i\beta}(X(s)) dW_{i\beta}(s), \quad (4.32)$$

where, in obvious notation, $G_{q_i-q'_i} \equiv G_{q_i} - G_{q'_i}$.

Suppose then that $q_i < q'_i$ and let $v_t = \inf\{u_i(x_{-i}; q'_i - q_i) : x_{-i} \in \Delta_{-i}\}$. With $\Delta_{-i}$ compact, it easily follows that $v_t > 0$ and the first term of (4.32) will be bounded from below by $v_t$. However, since monotonicity fails for Itō integrals, the second term must be handled with more care. To that end, let

$$\xi_i(s) = \sum_{\beta} (q'_{i\beta} - q_{i\beta}) \sigma_{i\beta}(X(s))$$

and use the Cauchy-Schwarz inequality to get:

$$\xi_i^2(s) \leq A_i \sum_{\beta} (q'_{i\beta} - q_{i\beta})^2 \sigma_{i\beta}^2(X(s)) \leq A_i \sigma_i^2 \sum_{\beta} (q'_{i\beta} - q_{i\beta})^2 \leq 2A_i \sigma_i^2, \quad (4.33)$$

where $A_i = |A_i|$ is the number of actions (pure strategies) available to player $i$ and $\sigma_i = \text{ess sup} \{|\sigma_{i\beta}(x)| : x \in \Delta, \beta \in A_i\}$ — recall also that $q_i, q'_i \in \Delta_i$ for the last step. Therefore, if $\psi_i(t) = \sum_{\beta} (q'_{i\beta} - q_{i\beta}) \int_0^t \sigma_{i\beta}(X(s)) dW_{i\beta}(s)$ denotes the martingale part of (4.31) and $\rho_i(t)$ is its quadratic variation, (4.33) yields:

$$\rho_i(t) = [\psi_i, \psi_i](t) = \int_0^t \xi_i^2(s) ds \leq 2A_i \sigma_i^2 t. \quad (4.34)$$

Now, if $\lim_{t \to \infty} \rho_i(t) = \infty$, it follows from the time-change theorem for martingales (see e.g. Karatzas and Shreve, 1998, Theorem 3.4.6) that there
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6 For instance, $\int_0^t 1 dW(s) = W(1)$, and the latter is positive or negative with equal probability.
exists a (time-rescaled) Wiener process \( \tilde{W}_i \) with \( \psi_i(t) = \tilde{W}_i(\rho_i(t)) \). Hence, the law of the iterated logarithm for Brownian motion (Lamperti, 1977) yields:

\[
\liminf_{t \to \infty} G_{q_i, q'_i}(t) \geq H(q_i - q'_i, x) + \liminf_{t \to \infty} \left( v_i t + \tilde{W}_i(\rho_i(t)) \right)
\geq H(q_i - q'_i, x) + \liminf_{t \to \infty} \left( v_i t - \sqrt{2\rho_i(t) \log \rho_i(t)} \right)
\geq H(q_i - q'_i, x) + \liminf_{t \to \infty} \left( v_i t - 2\sigma_i \sqrt{A_i t \log(2A_i\sigma_i^2 t)} \right)
= \infty \quad \text{(almost surely).} \tag{4.35}
\]

On the other hand, if \( \lim_{t \to \infty} \rho_i(t) < \infty \), it is trivial to obtain \( G_{q_i, q'_i}(t) \to \infty \) by letting \( t \to \infty \) in (4.32). Therefore, with \( G_{q_i}(t) \geq G_{q_i}(t) - G_{q'_i}(t) \to \infty \), we readily get \( \lim_{t \to \infty} d_{KL}(q_i, X_i(t)) = \infty \) (a.s.); and since \( G_{\alpha}(t) = -\log X_{\alpha}(t) \) for all pure strategies \( \alpha \in A_i \), our proof is complete.

As in Imhof (2005), we now obtain the following estimate for the lifespan of pure dominated strategies:

**Proposition 4.2.** Let \( X(t) \) be a solution path of (4.17) with initial condition \( X(0) = x \in \text{Int}(\Delta) \); assume further that the pure strategy \( \alpha \in A_i \) is dominated. Then, for any \( M > 0 \) and for \( t \) large enough, we will have:

\[
P_x \left( X_{\alpha}(t) < e^{-M} \right) \geq \frac{1}{2} \text{erfc} \left( \frac{M - h_i(x_i) - v_i t}{2\sigma_i \sqrt{A_i t}} \right) \tag{4.36}
\]

where \( A_i = |A_i| \) is the number of strategies available to player \( i \), \( \sigma_i = \text{ess sup} \{ |\sigma_{i\beta}(y)| : y \in \Delta, \beta \in A_i \} \) and the constants \( v_i > 0 \) and \( h_i(x_i) \) do not depend on \( t \).

**Proof.** The proof is pretty straightforward and for the most part follows Imhof (2005). Sure enough, if \( \alpha \prec p_i \in A_i \), we will have (in the notation of the previous proposition):

\[
-\log X_{\alpha}(t) = G_{\alpha}(t) \geq G_{p_i}(t)
\geq H(e_{\alpha}(x), x) - H(p_i, x) + v_i t + \tilde{W}_i(\rho_i(t))
= h_i(x_i) + v_i t + \tilde{W}_i(\rho_i(t)) \tag{4.37}
\]

where \( v_i \equiv \min_{x_i \in \Omega_i} \{ u_i(x_i; p_i) - u_i(x_i; \alpha) \} > 0 \) and we have set \( h_i(x_i) \equiv \log x_{\alpha} - \sum_{\beta} p_{i\beta} \log x_{i\beta} \). We thus obtain:

\[
P_x \left( X_{\alpha}(t) < e^{-M} \right) \geq P_x \left( \tilde{W}_i(\rho_i(t)) > M - h_i(x_i) - v_i t \right)
\geq \frac{1}{2} \text{erfc} \left( \frac{M - h_i(x_i) - v_i t}{\sqrt{2\rho_i(t)}} \right), \tag{4.38}
\]

and since (4.34) bounds the quadratic variation \( \rho_i(t) \) by \( 2A_i\sigma_i^2 t \) from above, the estimate (4.36) will hold for all sufficiently large \( t \).

**Remark 1.** This result should be contrasted to those of Cabrales (2000) and Imhof (2005) where dominated strategies die out only if the noise coefficients (shocks) \( \sigma_{i\beta} \) satisfy certain tameness conditions. The origin of this notable difference is the form of the replicator equation (4.17) and, in particular, the extra terms (4.21) that are propagated by exponential learning – and which are absent from the aggregate shocks dynamics (4.20). As can be seen from
the derivations in Proposition 4.1, these terms are precisely the ones that allow players to pick up on the true payoffs \( u_{i\alpha} \) instead of the modified ones \( \bar{u}_{i\alpha} = u_{i\alpha} + \frac{t}{2} \bar{c}_{\alpha} \) that come up in the work of Hofbauer and Imhof (2009).

Remark 2. It turns out that the way that the noise coefficients \( \sigma_{ij} \) depend on the profile \( x \in \Delta \) is not really crucial: as long as \( \sigma_{ij}(x) \) is continuous (or essentially bounded), our arguments are not affected. The only way in which a specific dependence influences the extinction of dominated strategies is seen in Proposition 4.2: a sharper estimate of the quadratic variation \( \rho_i(t) \) could conceivably yield a more accurate estimate for the CDF (4.36).

In light of the above, it is only natural to ask if proposition 4.1 can be extended to strategies that are only iteratively dominated. This is indeed so:

**Theorem 4.3.** Let \( X(t) \) be a solution path of (4.17) starting at \( X(0) = x \in \text{Int}(\Delta) \). If \( q_i \in \Delta_i \) is iteratively dominated:

\[
\lim_{t \to \infty} d_{KL}(q_i, X_i(t)) = \infty \quad \text{almost surely,}
\]

(4.39)

i.e. only rationally admissible strategies survive in the long run.

Proof. As in the deterministic case studied by Samuelson and Zhang (1992), the main idea is that \( X(t) \) gets progressively closer to the faces of \( \Delta \) that are spanned by the pure strategies which have not been eliminated. Following Cabrales (2000), we will prove this by induction on the rounds of elimination of dominated strategies; Proposition 4.1 is simply the case \( n = 1 \).

To proceed, let \( M_i \subseteq \Delta_i, M_{-i} \subseteq \Delta_{-i} \), and denote by \( \text{Adm}(M_i, M_{-i}) \) the set of strategies \( q_i \in M_i \) that are admissible (i.e. not dominated) with respect to any strategy \( q_{-i} \in M_{-i} \). So, if we start with \( \Delta_i^0 = \Delta_i \) and \( \Delta_{-i}^0 = \prod_{j \neq i} \Delta_j \), we may define inductively the set of strategies that remain admissible after \( n \) elimination rounds as \( \Delta_i^n \equiv \text{Adm}(\Delta_i^{n-1}, \Delta_{-i}^{n-1}) \), where \( \Delta_{-i}^{n-1} = \prod_{j \neq i} \Delta_j^{n-1} \).

Similarly, the pure strategies that have survived after \( n \) such rounds will be denoted by \( A_i^n \equiv \Delta_i \cap \Delta_{-i}^n \). Clearly, this sequence forms a descending chain \( \Delta_i^0 \supseteq \Delta_i^1 \supseteq \ldots \supseteq \Delta_i^n \supseteq \ldots \) and the (nonempty by Proposition 2.3) set \( \Delta_i^\infty \equiv \bigcap_n \Delta_i^n \) will consist precisely of the strategies of player \( i \) that are rationally admissible.

Assume then that the cross entropy \( C_{ij}(t) = - \sum_{k} q_{ik} \log X_{ik}(t) \) diverges as \( t \to \infty \) for all strategies \( q_i \notin A_i^k \) that die out within the first \( k \) rounds; in particular, if \( a \notin A_i^k \), this implies that \( X_{ik}(t) \to 0 \) as \( t \to \infty \). We will show that the same holds if \( q_i \) survives for \( k \) rounds but is eliminated in the next one.

Indeed, if \( q_i \in A_i^k \) but \( q_i \notin A_i^{k+1} \), there will exist some \( q_i' \in A_i^{k+1} \) such that:

\[
 u_i(x_{-i}; q_i') > u_i(x_{-i}; q_i) \quad \text{for all } x_{-i} \in \Delta_{-i}^k.
\]

(4.40)

Note now that any \( x_{-i} \in \Delta_{-i} \) can be decomposed as \( x_{-i} = x_{-i}^{\text{adm}} + x_{-i}^{\text{dom}} \), where \( x_{-i}^{\text{adm}} \) is the “admissible” part of \( x_{-i} \), i.e. the projection of \( x_{-i} \) on the subspace spanned by the surviving vertices \( A_{-i}^k = \prod_{j \neq i} A_j^k \). Thus, if \( v_i = \min \{ u_i(a_{-i}; q_i') - u_i(x_{-i}; q_i) : a_{-i} \in A_{-i}^k \} \), we will have \( v_i > 0 \), and hence:

\[
 u_i(x_{-i}^{\text{adm}}; q_i') - u_i(x_{-i}^{\text{adm}}; q_i) \geq v_i > 0 \quad \text{for all } x_{-i} \in \Delta_{-i}
\]

(4.41)

by linearity. Moreover, by the induction hypothesis, we also have \( X_{-i}^{\text{dom}}(t) \to 0 \) as \( t \to \infty \). Thus, there exists some \( t_0 \) such that:

\[
 | u_i(X_{-i}^{\text{dom}}(t), q_i') - u_i(X_{-i}^{\text{dom}}(t), q_i) | < v_i / 2
\]

(4.42)
for all \( t \geq t_0 \) (recall that \( X^\text{dom}_j(t) \) is spanned by already eliminated strategies).

Therefore, as in the proof of Proposition 4.1, we obtain for \( t \geq t_0 \):

\[
G_{q_j}(t) - G_{q_j'}(t) \geq M + \frac{1}{2} v_i t + \sum_i q'_i - q_i \int_0^t \sigma_j(X(s)) dW_i(s) \tag{4.43}
\]

where \( M \) is a constant depending only on \( t_0 \). In this way, the same reasoning as before gives \( \lim_{t \to \infty} G_{q_j}(t) = \infty \) and our assertion follows.

As a result, if there exists only one rationally admissible strategy, we get:

**Corollary 4.4.** Let \( X(t) \) be an interior solution path of the replicator equation (4.17) for some dominance-solvable game \( \mathcal{G} \), and let \( x_0 \in A \) be the (unique) strict equilibrium of \( \mathcal{G} \). Then:

\[
\lim_{t \to \infty} X(t) = x_0 \quad \text{almost surely,}
\]

that is, players converge to the game’s strict equilibrium almost surely.

In concluding this section, it is important to note that all our results on the extinction of dominated strategies remain true in the rate-adjusted dynamics (4.16) as well (it is essentially a matter of rescaling, but see also Chapters 5 and 6). The only difference that comes about when players use different learning rates \( \lambda_i \) is in Proposition 4.2 where the CDF estimate (4.36) becomes:

\[
P_s \left( X_{ia}(t) < e^{-M} \right) \geq \frac{1}{2} \text{erfc} \left( \frac{M - h_i(x) - \lambda_i v_i t}{2 \lambda_i \sigma_i \sqrt{S_i t}} \right). \tag{4.45}
\]

As it stands, this is not a significant difference in itself because the two estimates are asymptotically equal for large times. Nonetheless, it is this very lack of contrast that clashes with the deterministic setting where faster learning rates accelerate the emergence of rationality. The reason for this gap is that an increased learning rate \( \lambda_i \) also carries a commensurate increase in the noise coefficients \( \sigma_i \), and thus deflates the benefits of sharpening payoff differences. In fact, as we shall see in the next sections, the learning rates do not really allow players to learn any faster as much as they help diminish their shortsightedness: slow learners are better at averaging out the noise.

### 4.4 CONGESTION GAMES: A SUGGESTIVE DIGRESSION

Having established that irrational choices die out in the long run, we turn now to the question of whether equilibrial play is stable in the stochastic replicator dynamics of exponential learning. Before tackling this issue in complete generality, it will be quite illustrative to pay a visit to the class of (finite) congestion games where the presence of a potential simplifies things considerably. In this way, the results we obtain here should be considered as a motivating precursor to the general case analysed in Section 4.5.

To begin with, it is easy to see that the potential function \( F \) of (2.10) is Lyapunov for the deterministic replicator dynamics (4.11). Indeed, assume that player \( i \in N \) is learning at a rate \( \lambda_i > 0 \), and let \( x(t) \) be a solution path of the rate-adjusted dynamics (4.11). Then, a differentiation of \( V(t) \equiv F(x(t)) \) gives:

\[
\frac{dV}{dt} = \sum_{i,a} \frac{\partial F}{\partial x_{ia}} \frac{dx_{ia}}{dt} = - \sum_{i,a} u_{ia}(x) \lambda_i x_{ia} (u_{ia}(x) - u_i(x)) = - \sum_i \lambda_i \left( \sum_a x_{ia} u'^2_{ia}(x) - u_i^2(x) \right) \leq 0,
\]

\[
\tag{4.46}
\]
the last step following from Jensen’s inequality – recall that \( u_i(x) = \sum_{i,a} x_{ia} u_{ia}(x) \)
and also that \( \frac{\partial u_i}{\partial x_{ia}} = -u_{ia}(x) \) on account of (2.10). In particular, this implies
that the trajectories \( x(t) \) will be attracted to the local minima of \( F \), and since these
minima coincide with the strict equilibria of the game, we painlessly infer that strict equilibrnal play is asymptotically stable in (2.41).

It is therefore reasonable to ask whether similar conclusions can be drawn in
the noisy setting of (4.16). Mirroring the deterministic case, a promising way
to go about this question would be to take the potential function \( F \) of the
game and try to show that it is stochastically Lyapunov in the sense of definition
3.13. Indeed, if \( q_0 = (e_{i,0}, \ldots, e_{N,0}) \in \Delta \) is a local minimum of \( F \) (and hence, a
strict equilibrium of the underlying game), we may assume without loss of
generality that \( F(q_0) = 0 \) so that \( F(x) > 0 \) in a neighbourhood of \( q_0 \). We are
thus left to examine the negativity condition of Definition 3.13, i.e. whether
there exists some \( k > 0 \) such that \( \mathcal{L}F(x) \leq -kF(x) \) for all \( x \) close to \( q_0 \).

To that end, recall that \( \frac{\partial u}{\partial x_{ia}} = -u_{ia} \) and that \( \frac{\partial^2 F}{\partial x_{ia}^2} = 0 \) (by multilinearity).
Then, an application of the infinitesimal generator \( \mathcal{L} \) of (4.16) to \( F \) produces:

\[
\mathcal{L}F(x) = -\sum_{i,a} \lambda_i x_{ia} u_{ia}(x) (u_{ia}(x) - u_i(x))
- \sum_{i,a} \frac{\partial}{\partial x_{ia}} x_{ia} u_{ia}(x) \left[ \sigma_{ia}^2 (1 - 2x_{ia}) - \sum_{j,b} \sigma_{ib}^2 x_{ib}(1 - 2x_{ib}) \right],
\tag{4.47}
\]

where, for simplicity, we assumed that the noise coefficients \( \sigma_{ia} \) are constant.
This suggests the following plan: study (4.47) term-by-term in a neighborhood
of \( q_0 \) by considering the perturbed strategies \( x_i = (1 - \varepsilon_i) e_{i,0} + \varepsilon_i y_i \) where \( y_i \)
belongs to the face of \( \Delta \), that lies opposite to \( e_{i,0} \) (i.e. \( y_{i\mu} \geq 0, \mu = 1, 2, \ldots \) and
\( \sum_{\mu} y_{i\mu} = 1 \)), and \( \varepsilon_i > 0 \) measures the \( L^1 \) distance of \( x_i \) from \( e_{i,0} \).

Proceeding in this way, we obtain:

\[
u_i(x) = \sum_{i,a} x_{ia} u_{ia}(x) = (1 - \varepsilon_i) u_{i,0}(x) + \varepsilon_i \sum_{i,\mu} y_{i\mu} u_{i\mu}(x)
= u_{i,0}(x) + \varepsilon_i \sum_{i,\mu} y_{i\mu} [u_{i\mu}(x) - u_{i,0}(x)]
= u_{i,0}(x) - \varepsilon_i \sum_{i,\mu} y_{i\mu} \Delta u_{i\mu} + \mathcal{O}(\varepsilon_i^2),
\tag{4.48}
\]

where \( \Delta u_{i\mu} = u_{i,0}(q_0) - u_{i\mu}(q_0) > 0 \). Then, by going back to (4.47), we get:

\[
\sum_{i,a} x_{ia} u_{ia}(x) [u_{ia}(x) - u_i(x)]
= (1 - \varepsilon_i) u_{i,0}(x) [u_{i,0}(x) - u_i(x)] + \varepsilon_i \sum_{i,\mu} y_{i\mu} u_{i\mu}(x) [u_{i\mu}(x) - u_i(x)]
= \varepsilon_i \sum_{i,\mu} y_{i\mu} u_{i,0}(q_0) \Delta u_{i\mu} - \varepsilon_i \sum_{i,\mu} y_{i\mu} u_{i\mu}(q_0) \Delta u_{i\mu} + \mathcal{O}(\varepsilon_i^2)
= \varepsilon_i \sum_{i,\mu} y_{i\mu} (\Delta u_{i\mu})^2 + \mathcal{O}(\varepsilon_i^2).
\tag{4.49}
\]

As for the second term of (4.47), some easy algebra reveals that:

\[
\sigma_{i,0}^2 (1 - 2x_{i,0}) - \sum_{j,b} \sigma_{ib}^2 x_{ib}(1 - 2x_{ib})
= -\varepsilon_i \sigma_{i,0}^2 (1 - 2\varepsilon_i) - \varepsilon_i \sum_{\mu} \sigma_{i\mu}^2 y_{i\mu} + 2\varepsilon_i^2 \sum_{\mu} \sigma_{i\mu}^2 y_{i\mu}^2
= -\varepsilon_i \left( \sigma_{i,0}^2 + \sum_{\mu} \sigma_{i\mu}^2 y_{i\mu}^2 \right) + \mathcal{O}(\varepsilon_i^2).
\tag{4.50}
\]

\[\text{As we already mentioned in Section 2.2.2, we plead guilty to a slight abuse of terminology in assuming that equilibria in pure strategies are also strict.}\]
Thus, after a (somewhat painful) series of calculations, we finally get:

\[
\sum_{x} c_{ia} u_{ia}(x) \left( \sigma_{ia}^2 (1 - 2x_{ia}) - \sum_{\beta} \sigma_{i\beta}^2 x_{i\beta} (1 - 2x_{i\beta}) \right) \\
= (1 - \epsilon_{i}) u_{i,0}(x) \left( \sigma_{i,0}^2 (1 - 2x_{i,0}) - \sum_{\beta} \sigma_{i\beta}^2 x_{i\beta} (1 - 2x_{i\beta}) \right) \\
+ \epsilon_{i} \sum_{\mu} y_{i\mu} \left( \sigma_{i\mu}^2 (1 - 2x_{i\mu}) - \sum_{\beta} \sigma_{i\beta\mu}^2 x_{i\beta\mu} (1 - 2x_{i\beta\mu}) \right) \\
= -\epsilon_{i} u_{i,0}(q_{0}) \left( \sigma_{i,0}^2 + \sum_{\mu} y_{i\mu} \sigma_{i\mu}^2 \right) \\
+ \epsilon_{i} \sum_{\mu} y_{i\mu} \left( q_{0} \left( \sigma_{i\mu}^2 + \sigma_{i,0\mu}^2 \right) + o(\epsilon_{i}^2) \right) \\
= -\epsilon_{i} \sum_{\mu} y_{i\mu} \Delta u_{i\mu} \left( \sigma_{i\mu}^2 + \sigma_{i,0\mu}^2 \right) + o(\epsilon_{i}^2). \tag{4.51}
\]

Hence, if we assume without loss of generality that \( F(q_{0}) = 0 \) and set \( \xi = x - q_{0} \) (i.e. \( \xi_{i,0} = -\epsilon_{i} \) and \( \xi_{i\mu} = \epsilon_{i} y_{i\mu} \)), we readily get:

\[
F(x) = \sum_{i,a} \frac{\partial F}{\partial x_{ia}} \xi_{ia} + o(\xi^2) = -\sum_{i,a} \frac{\partial u_{i}}{\partial x_{ia}} \bigg|_{q_{0}} \xi_{ia} + o(\xi^2) \\
= -\sum_{i,a} u_{ia}(q_{0}) \xi_{ia} + o(\xi^2) = \sum_{i} \epsilon_{i} \sum_{\mu} y_{i\mu} \Delta u_{i\mu} + o(\xi^2), \tag{4.52}
\]

where \( \xi^2 = \sum_{i} \xi_{i}^2 \). Therefore, by combining equations (4.49), (4.51) and (4.52), the negativity condition \( \mathcal{L}(F(x)) \leq -kF(x) \) becomes:

\[
\sum_{i} \lambda_{i} \epsilon_{i} \sum_{\mu} y_{i\mu} \Delta u_{i\mu} \left[ \Delta u_{i\mu} - \frac{\lambda_{i}}{2} \left( \sigma_{i,0}^2 + \sigma_{i,0\mu}^2 \right) \right] \geq k \sum_{i} \epsilon_{i} \sum_{\mu} y_{i\mu} \Delta u_{i\mu} + o(\xi^2). \tag{4.53}
\]

So, if \( \Delta u_{i\mu} > \frac{\lambda_{i}}{2} \left( \sigma_{i,0}^2 + \sigma_{i,0\mu}^2 \right) \) for all \( \mu \in A_{i} \), this last inequality will be satisfied for some \( k > 0 \) whenever \( \epsilon \) is small enough. Essentially, this proves:

**Proposition 4.5.** Let \( q = (\alpha_{1}, \ldots, \alpha_{N}) \) be a strict equilibrium of a congestion game \( \mathcal{G} \) with potential function \( F \) and assume for convenience that \( F(q) = 0 \). Assume further that the learning rates \( \lambda_{i} \) are sufficiently small, so that:

\[
F(q_{-i}, e_{i\mu}) > \frac{\lambda_{i}}{2} \left( \sigma_{i,0}^2 + \sigma_{i,0\mu}^2 \right) \quad \text{for all players } i \in N \text{ and for all } \mu \in A_{i} \setminus \{\alpha_{i}\}. \tag{4.54}
\]

Then \( q \) is stochastically asymptotically stable in the rate-adjusted dynamics (4.16).

We thus see that no matter how loud the noise \( \sigma_{i} \) might be, stochastic stability is always guaranteed if the players choose a learning rate that is slow enough as to allow them to average out the noise. Of course, it can be argued here that it is highly unrealistic to expect players to be able to estimate the amount of nature’s interference and choose a suitably small rate \( \lambda_{i} \). On top of that, the very form of the condition (4.54) is strongly reminiscent of the “modified” game of Hofbauer and Imhof (2009), a similarity which seems to contradict our statement that exponential learning favours rational reactions in the original game. The catch here is that condition (4.54) is only sufficient and proposition (4.5) merely highlights the role of a potential function in a stochastic environment. As we shall see in the following section, nothing stands in the way of choosing a different Lyapunov candidate and dropping the requirement (4.54) altogether.

**The dyadic case** To gain some further intuition into why the condition (4.54) is redundant, it will be particularly helpful to examine the case where

Stochastic stability in potential games.
players compete for the resources of only two facilities (i.e. \( A_i = \{0, 1\} \) for all \( i \in N \)) and try to learn the game with the help of the uniform replicator equation (4.17). This is the natural setting for the El Farol bar problem posed by Brian Arthur (1994) and the ensuing minority game (Marsili et al., 2000) where players choose to “buy” or “sell” and are rewarded when they are in the minority – buyers in a sellers’ market or sellers in an abundance of buyers.

As has been shown by Milchtaich (1996), such games always possess strict equilibria, even when players have different payoff functions. So, by relabelling indices if necessary, let us assume that \( q_0 = (e_1, \ldots, e_N, 0) \) is such a strict equilibrium and let us set \( x_i \equiv x_{i,0} \). Then, the generator of the replicator equation (4.16) takes the form:

\[
\mathcal{L} = \sum_i x_i(1-x_i) \left[ \Delta u_i(x) + \frac{1}{2} (1-2x_i) \sigma_i^2(x) \right] \frac{\partial}{\partial x_i} + \frac{1}{2} \sum_i x_i^2 (1-x_i)^2 \sigma_i^2(x) \frac{\partial^2}{\partial x_i^2},
\]

(4.55)

where now \( \Delta u_i \equiv u_{i,0} - u_{i,1} \) and \( \sigma_i^2 = \sigma_{i,0}^2 + \sigma_{i,1}^2 \).

It thus appears particularly appealing to introduce a new set of variables \( y_i \) such that \( \frac{\partial}{\partial y_i} = x_i(1-x_i) \frac{\partial}{\partial u_i} \). This is just the logit transformation \( y_i = \log \frac{x_i}{1-x_i} \), and in these variables, (4.55) assumes the form:

\[
\mathcal{L} = \sum_i \left( \Delta u_i \frac{\partial}{\partial y_i} + \frac{1}{2} \sigma_i^2 \frac{\partial^2}{\partial y_i^2} \right)
\]

(4.56)

which reveals that the noise coefficients can be effectively decoupled from the payoffs (cf. (4.55) where the noise coefficients also appear in the \( \frac{\partial}{\partial x_i} \) terms).

To take advantage of this decoupling, we will act with \( \mathcal{L} \) on the Lyapunov candidate \( f(y) = \sum_i e^{-a_i y_i} (a_i > 0) \):

\[
\mathcal{L} f(y) = - \sum_i a_i \left( \Delta u_i - \frac{1}{2} a_i \sigma_i^2 \right) e^{-a_i y_i}.
\]

(4.57)

So, if \( a_i \) is chosen small enough so that \( \Delta u_i - \frac{1}{2} a_i \sigma_i^2 \geq m_i > 0 \) for all sufficiently large \( y_i \) (recall that \( \Delta u_i(q_0) > 0 \) since \( q_0 \) is a strict equilibrium), we get:

\[
\mathcal{L} f(y) \leq - \sum_i a_i m_i e^{-a_i y_i} \leq -kf(y)
\]

(4.58)

where \( k = \min_{\{a_im_i\}} > 0 \). Therefore, since \( f \) is strictly positive for \( y_{i,0} > 0 \) and only vanishes as \( y \to \infty \) (i.e. at the equilibrium \( q_0 \)), a trivial modification of the Lyapunov method (Gikhman and Skorokhod, 1971, pp. 314–315) yields:

**Proposition 4.6.** The strict equilibria of minority games are stochastically asymptotically stable in the uniform replicator equation (4.17).

**Remark 1.** It is trivial to see that strict equilibria of minority games will also be stable in the rate-adjusted dynamics (4.16) for any choice of learning rates: simply choose \( a_i \) such that \( \Delta u_i - \frac{1}{2} a_i \lambda_i \sigma_i^2 \geq m_i > 0 \).

**Remark 2.** A closer inspection of the calculations leading to Proposition 4.6 reveals that nothing hinges on the congestion mechanism per se: it is (4.56) that is crucial to our analysis and \( \mathcal{L} \) takes this form whenever the underlying game is a dyadic one (i.e. \(|A_i| = 2 \) for all \( i \in N \)). In other words, we have:

**Proposition 4.7.** Strict equilibria of dyadic games are stochastically asymptotically stable in the stochastic replicator dynamics (4.16), (4.17) of exponential learning.
4.5 STABILITY OF EQUILIBRIAL PLAY

As we have already noted, in deterministic environments, the “folk theorem” of evolutionary game theory provides some pretty strong ties between equilibrial play and stability: strict equilibria are asymptotically stable in the multi-population replicator dynamics (2.41) (Weibull, 1995). In our stochastic setting, we have already seen that this is always true in two important classes of games: those that can be solved by iterated elimination of dominated strategies (Corollary 4.4) and dyadic ones (Proposition 4.7).

Although interesting in themselves, these results clearly fall short of adding up to a decent analogue of the folk theorem for stochastically perturbed games. Nevertheless, they are quite strong omens in that direction, an expectation which is vindicated in the following:

Theorem 4.8. The strict equilibria of a Nash game $\Theta$ are stochastically asymptotically stable in the replicator dynamics (4.16), (4.17) of exponential learning.

Before proving Theorem 4.8, we should first take a slight detour in order to properly highlight some of the issues at hand. On that account, assume again that the profile $q_0 = (e_1, \ldots, e_N)$ is a strict equilibrium of $\Theta$. Then, if $q_0$ is to be stochastically stable, say in the uniform dynamics (4.17), one would expect the strategy scores $U_{i,0}$ of player $i$ to grow much faster than the scores $U_{i,\mu}, \mu \in A^*_i \equiv A_i \setminus \{0\}$, of his other strategies. This is captured remarkably well by the “adjusted” scores:

$$Z_{i,0} = \lambda_i U_{i,0} - \log \left( \sum_{\mu} e^{\lambda_i U_{i,\mu}} \right),$$

$$Z_{i,\mu} = \lambda_i (U_{i,\mu} - U_{i,0})$$

where the sensitivity parameters $\lambda_i > 0$ are akin (but not identical) to the rates of equation (4.16) (the choice of notation is fairly premeditated though).

Clearly, whenever $Z_{i,0}$ is large, $U_{i,0}$ will be much greater than any other score $U_{i,\mu}$ and, hence, the strategy $e_{i,0} \in A_i$ will be employed by player $i$ far more often. To see this in more detail, it is convenient to introduce the variables:

$$Y_{i,0} \equiv Z_{i,0} = \frac{e^{\lambda_i U_{i,0}}}{\sum_{\nu} e^{\lambda_i U_{i,\nu}}},$$

$$Y_{i,\mu} \equiv Z_{i,\mu} = \frac{e^{\lambda_i U_{i,\mu}}}{\sum_{\nu} e^{\lambda_i U_{i,\nu}}}$$

where $Y_{i,0}$ is a measure of how close $X_i$ is to $e_{i,0} \in A_i$ while $\sum_{\mu} Y_{i,\mu} e_{i,\mu} \in \Delta(A^*_i)$ is a direction indicator. The two sets of coordinates are then related by the transformation $Y_{i,\alpha} = X_{i,\alpha}^{\lambda_i} / \sum_{\mu} X_{i,\mu}^{\lambda_i}, \alpha \in A_i, \mu \in A^*_i$, and thus, to show that the strict equilibrium $q_0 = (e_{1,0}, \ldots, e_{N,0})$ is stochastically asymptotically stable in the replicator equation (4.17), it will suffice to show that $Y_{i,0}$ diverges to infinity as $t \to \infty$ with arbitrarily high probability.

Our first step in this direction will be to derive an SDE for the evolution of the $Y_{i,\alpha}$ processes. To that end, Itô’s lemma gives:

$$dY_{i,\alpha} = \sum_{\beta} \frac{\partial Y_{i,\alpha}}{U_{i,\beta}} dU_{i,\beta} + \frac{1}{2} \sum_{\beta, \gamma} \sum_{\mu} \frac{\partial^2 Y_{i,\alpha}}{U_{i,\beta} U_{i,\gamma}} dU_{i,\beta} dU_{i,\gamma}$$

$$= \sum_{\beta} \left( \mu_{i,\alpha, \beta} \frac{\partial Y_{i,\alpha}}{U_{i,\beta}} + \frac{1}{2} \nu_{i,\beta} \frac{\partial^2 Y_{i,\alpha}}{U_{i,\beta}^2} \right) dt + \sum_{\beta} \sigma_{i,\alpha, \beta} dW_{i,\beta}.$$

(4.61)
On the other hand, a simple differentiation of (4.60a) yields:

\[
\begin{align*}
\frac{\partial Y_{i,0}}{\partial u_{i,0}} &= \lambda_i Y_{i,0}, \\
\frac{\partial^2 Y_{i,0}}{\partial u_{i,0}^2} &= \lambda_i^2 Y_{i,0} \\
\frac{\partial Y_{i,v}}{\partial u_{i,v}} &= -\lambda_i Y_{i,v} Y_{i,v} \\
\frac{\partial^2 Y_{i,v}}{\partial u_{i,v}^2} &= -\lambda_i^2 Y_{i,0} (1 - 2Y_{i,v}).
\end{align*}
\]  \hspace{1cm} (4.62a)

and, similarly, from (4.60b):

\[
\begin{align*}
\frac{\partial Y_{i,0}}{\partial u_{i,0}} &= 0, \\
\frac{\partial^2 Y_{i,0}}{\partial u_{i,0}^2} &= 0 \\
\frac{\partial Y_{i,v}}{\partial u_{i,v}} &= \lambda_i Y_{i,v} (\mu_{i,v} - Y_{i,v}) \\
\frac{\partial^2 Y_{i,v}}{\partial u_{i,v}^2} &= \lambda_i^2 Y_{i,0} (\mu_{i,v} - Y_{i,v})(1 - 2Y_{i,v}).
\end{align*}
\]  \hspace{1cm} (4.62b)

In this way, by plugging everything back into (4.61), we finally obtain:

\[
\begin{align*}
dY_{i,0} &= \lambda_i Y_{i,0} \left[ u_{i,0} - \sum_{\mu} Y_{i,\mu} u_{i,\mu} + \frac{\lambda_i^2}{2} \sigma_{i,0}^2 - \frac{\lambda_i}{2} \sum_{\mu} Y_{i,\mu} (1 - 2Y_{i,\mu}) \sigma_{i,\mu}^2 \right] dt \\
& \quad + \lambda_i Y_{i,0} \left[ c_{i,0} dW_{i,0} - \sum_{\mu} c_{i,\mu} Y_{i,\mu} dW_{i,\mu} \right], \\
dY_{i,v} &= \lambda_i Y_{i,v} \left[ u_{i,v} - \sum_{\mu} u_{i,\mu} Y_{i,\mu} \right] dt \\
& \quad + \frac{\lambda_i^2}{2} Y_{i,v} \left[ \sigma_{i,v}^2 (1 - 2Y_{i,v}) - \sum_{\mu} \sigma_{i,\mu}^2 Y_{i,\mu} (1 - 2Y_{i,\mu}) \right] dt \\
& \quad + \lambda_i Y_{i,v} \left[ c_{i,v} dW_{i,v} - \sum_{\mu} c_{i,\mu} Y_{i,\mu} dW_{i,\mu} \right], \hspace{1cm} (4.63a, b)
\end{align*}
\]

where we have suppressed the arguments of \( u_i \) and \( c_i \) in order to reduce notational clutter.

This last \( \text{SDE} \) is particularly revealing: roughly speaking, we see that if \( \lambda_i \) is chosen small enough, the deterministic term \( u_{i,0} - \sum_{\mu} Y_{i,\mu} u_{i,\mu} \) will dominate the rest (compare this to the “soft” learning rates of proposition 4.5). Then, since we know that strict equilibria are asymptotically stable in the deterministic case, it is plausible to expect the \( \text{SDE} \) (4.63) to behave in a similar fashion.

**Proof of theorem 4.8.** Tying in with our previous discussion, we will establish stochastic asymptotic stability of strict equilibria in the dynamics (4.17) by looking at the processes \( Y_i = (Y_{i,0}, Y_{i,1}, \ldots) \in \mathbb{R} \times \Delta^{S_i - 1} \) of equation (4.60). In the spirit of the previous section, we will accomplish this with the help of the stochastic Lyapunov method that we outlined in Chapter 3 (Definition 3.13).

Unsurprisingly, our first task will be to calculate the generator of the diffusion \( Y = (Y_1, \ldots, Y_N) \), i.e. the second order differential operator:

\[
\mathcal{L} = \sum_{i,a} b_{ia}(y) \frac{\partial}{\partial y_{ia}} + \frac{1}{2} \sum_{i,a} \sum_{\alpha,\beta} \left( c_i(y) c_i^T(y) \right)_{a\beta} \frac{\partial^2}{\partial y_{ia} \partial y_{ib}}.
\]  \hspace{1cm} (4.64)

where \( b_i \) and \( c_i \) are the drift and diffusion coefficients of (4.63) respectively. In particular, if we restrict our attention to sufficiently smooth functions of the form \( f(y) = \sum_i f_i(y_{i,0}) \), the application of \( \mathcal{L} \) yields:

\[
\begin{align*}
\mathcal{L} f(y) &= \sum_i \lambda_i y_{i,0} \left[ u_{i,0} + \frac{\lambda_i^2}{2} \sigma_{i,0}^2 - \sum_{\mu} Y_{i,\mu} \left( u_{i,\mu} - \frac{\lambda_i}{2} (1 - 2Y_{i,\mu}) \sigma_{i,\mu}^2 \right) \right] \frac{\partial f_i}{\partial y_{i,0}} \\
& \quad + \frac{1}{2} \sum_i \lambda_i^2 y_{i,0} \left[ \sigma_{i,0}^2 + \sum_{\mu} \sigma_{i,\mu}^2 Y_{i,\mu}^2 \right] \frac{\partial^2 f_i}{\partial y_{i,0}^2}. \hspace{1cm} (4.65)
\end{align*}
\]

Bounding the noise.
Therefore, let us consider the function \( f(y) = \sum_i 1/y_{i,0} \) for \( y_{i,0} > 0 \). With 

\[
\frac{\partial f}{\partial y_{i,0}} = -1/y_{i,0}^2 \quad \text{and} \quad \frac{\partial^2 f}{\partial y_{i,0}^2} = 2/y_{i,0}^3,
\]

equation (4.65) becomes:

\[
\mathcal{L} f(y) = -\sum_i \frac{\lambda}{y_{i,0}} \left[ u_{i,0} - \sum_{\mu} u_{\mu} y_{\mu} - \frac{\lambda}{2} \sigma_i^2 - \frac{\lambda}{2} \sum_{\mu} y_{\mu} (1 - y_{\mu}) \sigma_{\mu}^2 \right]. \tag{4.66}
\]

However, since \( q_0 = (e_{1,0}, \ldots, e_{N,0}) \) has been assumed to be a strict Nash equilibrium of \( \mathcal{G} \), we will have \( u_{i,0}(q_0) > u_{\mu}(q_0) \) for all \( \mu \in A_i^* \). Thus, by continuity, there exists some positive constant \( v_i > 0 \) with \( u_{i,0} - \sum_{\mu} u_{\mu} y_{\mu} \geq v_i > 0 \) whenever \( y_{i,0} \) is large enough (recall that \( \sum_{\mu} y_{\mu} = 1 \)). So, if we pick positive \( \lambda_i < v_i/\sigma_i^2 \) where \( \sigma_i = \text{ess sup}\{ |\sigma_{\beta}(x)| : x \in \Delta, \beta \in A_i \} \), we will get:

\[
\mathcal{L} f(y) \leq -\sum_i \frac{\lambda_i v_i}{2y_{i,0}} \leq -\frac{1}{2}\min\{\lambda_i v_i\} f(y) \tag{4.67}
\]

for all sufficiently large \( y_{i,0} \). Moreover, \( f \) is strictly positive for \( y_{i,0} > 0 \) and vanishes only as \( y_{i,0} \to \infty \). Hence, as in the proof of Proposition 4.6, our claim follows on account of \( f \) being a (local) stochastic Lyapunov function, and, to obtain the general case for the rate-adjusted replicator dynamics (4.16), we only need to rescale the parameters \( \lambda_i \) accordingly.

At the other end of the spectrum, equilibria which are not pure are not even stationary states of the replicator dynamics (4.16), thus leading to the following incarnation of the folk theorem of evolutionary game theory:

**Corollary 4.9.** Let \( \mathcal{G} \) be a Nash game. Then, the stochastically asymptotically stable states of the replicator dynamics (4.16) coincide with the strict equilibria of \( \mathcal{G} \).

**Remark 1.** If we trace our steps back to the coordinates \( X_{i,a} \), our Lyapunov candidate takes the form \( f(x) = \sum_a x_{i,a}^{-\lambda_i} \sum_{\mu} x_{\mu,a}^{\lambda_{\mu}} \). It thus begs to be compared to the Lyapunov function \( \sum_{\mu} x_{\mu,a}^{\lambda_{\mu}} \) employed by Hofbauer and Imhof (2009) to derive a conditional version of Theorem 4.8 in the evolutionary setting. As it turns out, the obvious extension \( f(x) = \sum_a \sum_{\mu} x_{\mu,a}^{\lambda_{\mu}} \) works in our case as well, but the calculations are much more cumbersome and they are also short of their ties to the adjusted scores (4.59).

**Remark 2.** We should not neglect to highlight here the dual role that the learning rates \( \lambda_i \) play in our analysis. In the logistic learning model (4.6) they measure the players’ convictions and how strongly they react to a given stimulus (the scores \( U_{i,a} \)); in this role, they are fixed at the outset of the game and form an intrinsic part of the rate-adjusted dynamics (4.16). On the other hand, they also make a virtual appearance as free temperature parameters in the adjusted scores (4.59), to be softened until we get the desired result. For this reason, even though Theorem 4.8 remains true for any choice of learning rates, the function \( f(x) = \sum_a x_{i,a}^{-\lambda_i} \sum_{\mu} x_{\mu,a}^{\lambda_{\mu}} \) is Lyapunov only if the sensitivity parameters \( \lambda_i \) are small enough. It might thus seem unfortunate that we chose the same notation in both cases, but we feel that our decision is justified by the intimate relation of the two parameters.

To contrast things with single-population evolutionary models (the subject of Imhof, 2005), recall that an evolutionarily stable strategy (ESS) is a strategy which is robust against invasion by mutant phenotypes (Definition 2.10). As we have already noted, these strategies are precisely the ones which attract evolutionary processes (Theorem 2.16), so one might well ask why we have not included them in our stochastic considerations.
The reason for this omission is pretty simple: even the weakest evolutionary criteria in multi-population models tend to reject all strategies which are not strict Nash equilibria (Proposition 2.12). Therefore, since the learning model (4.11) essentially corresponds to the multi-population random matching dynamics (2.41), we lose nothing by focusing our analysis on the strict equilibria of the game. If anything, this equivalence between ESS and strict equilibria in multi-population settings further highlights the importance of the latter.

However, this also brings out the gulf between the single-population setting and our own, even if we restrict ourselves to 2-player matchings (which are the norm in single-population models). Indeed, the single-population version of the dynamics (4.20) is:

\[
dX_a = X_a \left( (u_a(X) - u(X, X)) - \left( \sigma_a^2 X_a - \sum_{\beta} \sigma_{\beta a} X_{\beta}^2 \right) \right) dt \\
+ X_a \left[ \sigma_a dW_a - \sum_{\beta} \sigma_{\beta a} X_{\beta} dW_{\beta} \right],
\]

and, because of the term \( u(X, X) = \sum_{\alpha, \beta} u_{\alpha \beta} X_{\alpha} X_{\beta} \), these dynamics are cubic in \( X \) – and not quadratic, as is the case with (4.16). Because of this self-interacting structure (which is not shared by the multilinear payoff functions of (4.16)), it turns out that in the presence of an interior ESS and mild enough shocks, the solution paths of (4.68) are recurrent and the transition probabilities of the processes \( X(t) \) converge in total variation to an invariant distribution (Imhof, 2005, Theorem 2.1).

Theorem 4.8 rules out such behaviour in the case of strict equilibria (the multi-population analogue of an ESS), but does not answer the following question: if the underlying game only has mixed equilibria, will the solution \( X(t) \) of the dynamics (4.16) be recurrent? In single-population matchings, the comparison of the payoff matrix to the (diagonal) matrix of noise coefficients leads to an array of global estimates which enabled Imhof (2005) to derive a set of conditions for recurrence. In multi-population environments however, this comparison is uneven and we need more (global) information in order to attack this question; when such information is available (e.g. in the form of a potential function), studying the long-term behavior of the replicator dynamics near interior points becomes again a feasible undertaking.

Applications to network design In concluding this chapter, it is worth pointing out noise and uncertainty in networks have two general sources. The first of these has to do with the time variability of the connections which may be due to the fluctuations of the link quality because of mobility in the wireless case or because of external factors (e.g. load conditions) in wireline networks. This variability is usually dependent on the state of the network and was actually our original motivation in considering noise coefficients \( \sigma_{ia} \) that are functions of the players’ strategy profile – see Chapter 6 for more on this topic.8

The second source stems from errors in the measurement of the payoffs themselves (e.g. the throughput obtained in a particular link) and also from the lack of information on the payoff of strategies that were not employed. The variability of the noise coefficients \( \sigma_{ia} \) again allows for a reasonable approximation to this problem. Indeed, if \( \sigma_{ia} : \Delta \rightarrow \mathbb{R} \) is continuous and satisfies \( \sigma_{ia}(x_{-i, a}) = 0 \) for all \( i \in \mathcal{N}, a \in \mathcal{A}_i \), this means that there are only

8 Incidentally, this was also our original motivation for considering randomly fluctuating payoffs in the first place: travel times and delays in traffic models are not determined solely by the players’ choices, but also by the fickle interference of nature.
errors in estimating the payoffs of strategies that were not employed (or small errors for pure strategies that are employed with high probability). Of course, this does not yet give the full picture: in many cases, one should consider a discrete-time dynamical system (and games where players are not allowed to mix their strategies), but we conjecture that our results will remain essentially unaltered – see also Chapters 6 and 7.
In terms of structure, Nash-type games are relatively simple to analyze: there is a finite number of players, each with a finite number of available actions, and the players’ (expected) payoffs are multilinear functions of the players’ (mixed) strategies. As a result of this straightforward configuration, it is also relatively easy to write down equations of evolutionary growth, for which the folk theorem (Theorem 2.16) provides a definitive set of conditions that guarantee convergence to equilibrium (or, alternatively, lock players in perpetual cycles such as the ones observed in symmetric games of the Rock-Paper-Scissors variety).

In light of all this, it was only natural to pick Nash games as the starting point of our stochastic considerations, just like Fudenberg and Harris (1992), Cabrales (2000) and Imhof (2005) used random Nash matchings to study evolution in the presence of aggregate shocks. Our aim in this chapter will be to take things one step further and investigate what happens in nonatomic population games played by a continuum of players who employ a Gibbs-type learning scheme similar to (4.13). As such, we will still be working with the replicator dynamics of exponential learning (4.16) (and not with the biologically oriented version (4.20)) but, now, the payoff functions will no longer adhere to the multilinear form (2.1).

Despite this added degree of generality, we will see that most of our results in Chapter 4 carry over to this nonlinear environment without major modifications. At the same time however, this generality also gives rise to a (potentially) much richer landscape of equilibria in the interior of the strategy space, and these equilibria cannot be explored by the techniques of the last chapter. To probe the stability properties of these interior steady states, we will need information on the players’ aggregate behavior and, for this reason, a large part of this chapter’s analysis will be devoted to (continuous) potential games à la Sandholm (2001, 2005).

Outline We begin by exploring the rationality properties of the replicator dynamics in deterministic environments. Just as in random matching scenarios, dominated strategies become extinct in any population game, and, with a little more work, it is not hard to see that the strict equilibria of any such game are asymptotically stable. As it turns out, this last result is a consequence of a much deeper property of the replicator dynamics in general population games: any population state which is evolutionarily stable (in the sense of Definition 2.10) will also be asymptotically stable (Proposition 5.3).

In view of the folk theorem, one would hope that the converse of this statement also holds, namely that only evolutionarily stable strategies can be attracting (at least in multi-population games). This, however, is not true, and we provide a counterexample of a game (an adjusted version of the
Matching Pennies game) which has an interior equilibrium that attracts all interior replicator trajectories, but which is not evolutionarily stable.

A key notion in all these considerations is the *evolutionary index* of a population distribution, a function whose sign determines whether a mutation is destructive to the state of the population or not. If the underlying game admits a potential function that satisfies a mild growth condition (e.g. if it is convex), then the study of this index reveals that the global minimum of the potential will be evolutionarily stable and will attract all interior replicator orbits, thus leading to a partial equivalence between dynamical and evolutionarily stability. Even more importantly however, by estimating the growth of this index, we are able to show that the replicator dynamics actually converge to equilibrium at an exponential rate (Theorems 5.5 and 5.6).

Section 5.2 is devoted to the effect of stochastic fluctuations in this nonatomic setting. Working with the stochastic replicator dynamics that are derived from the scheme of exponential learning, an extension of the methodology that we developed in Chapter 4 for Nash games shows that dominated strategies become extinct in any population game irrespective of the noise level (Theorem 5.8), and that strict equilibria remain (stochastically) asymptotically stable (Theorem 5.9). In fact, if the game admits a (strictly) convex potential function and the players are learning at sufficiently high “learning temperatures”, we are even able to estimate the average time it takes them to hit a neighborhood of the strict equilibrium in question (Theorem 5.10).

In conjunction with the stochastic stability of strict equilibria, this last result allows us to conclude that when a strict equilibrium exists, the stochastic replicator dynamics of exponential learning will converge to it almost surely (Corollary 5.12). On the other hand, given that strict equilibria do not always exist, we must also determine what happens in the case of interior evolutionarily stable states – which are no longer stationary in the stochastic replicator dynamics, and, hence, cannot be stable either. Nevertheless, if the populations are “patient enough”, we prove that the replicator trajectories are recurrent in (strictly) convex potential games, and we use this fact to prove that the long-term average of the population distribution concentrates its mass in the vicinity of the game’s unique ESS (Theorem 5.13).

### 5.1 Deterministic Evolution in Population Games

To begin with, let us briefly recall the general structure of (nonatomic) population games as we presented them in Chapter 2 (where we refer the reader for more details). As the name suggests, the core ingredient of a population game \( \mathcal{G} \) is a collection of \( N \) continuous populations (species) of players represented by the intervals \( \mathcal{N}_k = [0, m_k], k = 1, \ldots, N \), where \( m_k > 0 \) denotes the “mass” of the \( k \)-th population under Lebesgue measure. As is the norm in games of this type, we will assume that the players of each population share a common (and finite) set of possible actions \( \mathcal{A}_k = \{ \alpha_0, \alpha_1, \ldots \} \), and also that their payoffs only depend (anonymously) on the (continuous) distribution of the various players among the action sets \( \mathcal{A}_k \).

More precisely, such a distribution (also referred to as a *population state*) will be represented as a point in the strategy space \( \Delta = \prod_k \Delta_k \) where \( \Delta_k \) is the (weighted) simplex \( \Delta_k \equiv m_k \Delta(A_k) = \{ x_k \in \mathbb{R}^{|A_k|} : x_{k\alpha} \geq 0 \text{ and } \sum_{k\alpha} x_{k\alpha} = m_k \} \). In this way, our anonymity assumption above simply means that the payoff to those members of population \( N_k \) who employed \( a \in \mathcal{A}_k \) will be given by some

---

1 For the distinction between strategy profiles and distributions, recall our discussion in Chapter 2.
(continuous) function $u_{ka} : \Delta \to \mathbb{R}$. As a result of this setup, the equilibrial set $\Delta^* \equiv \Delta^*(\emptyset)$ of $\emptyset$ will be characterized by Wardrop’s principle (2.23):

$$u_{ka}(q) \geq u_{kb}(q) \text{ for all } \alpha, \beta \in A_k \text{ such that } q_{ka} > 0,$$

which, in its strictest form for pure equilibria (vertices of $\Delta$) becomes:

$$u_{k,0}(q) > u_{k,\mu}(q) \text{ for all } \mu \in A_k^* \equiv A_k \setminus \{0\},$$

where $q = \sum_k m_k e_{k,0} \in \prod_k \mathbb{R}^{A_k}$ is the pure equilibrium in question (of course, the choice of the vertex $\sum_k m_k e_{k,0}$ in $\Delta$ was arbitrary).

The parting point of this definition from the more traditional “random matching” scenario considered in evolutionary game theory is that these payoff functions are not assumed multilinear over the coordinates of the population state $x \in \Delta$. This complicates things considerably when trying to calculate the equilibria of a game, so, to keep things tractable, we will restrict much of our analysis to the class of potential games, whose payoffs are derived from a potential function:

$$u_{ka}(x) = -\frac{\partial F}{\partial x_{ka}}$$

(see Section 2.1.3 for more details). If such a potential function exists, then the game’s equilibrial set coincides with the critical set of $F$ (Sandholm, 2001).

### 5.1.1 Exponential Learning and Rational Behavior

Now, as in Nash-type games, we assume (or, rather, propose) that each player tries to adapt to his opponents by employing the “exponential learning” scheme that we introduced in Section 4.1. In particular, this means that at each instance of the game, a player looks at his payoff and at the rewards of the other “phenotypes” (actions) in his “species”, and then updates the cumulative scores:

$$dU_{ka}(t) = u_{ka}(x(t)) \, dt,$$

where $x(t)$ denotes the population state at time $t$.\(^2\)

In this way, if players choose their actions based on the Gibbs probability distribution $p_{ka} = \exp(\lambda_k U_{ka})/\sum_{\beta} \exp(\lambda_k U_{k\beta})$ with learning rates (population-specific inverse temperatures) $\lambda_k > 0$, $k = 1, \ldots, N$, the population state $x(t)$ at time $t$ will be given by:

$$x_{ka}(t) = \frac{e^{\lambda_k U_{ka}(t)}}{\sum_{\beta} e^{\lambda_k U_{k\beta}(t)}} m_k,$$

since, clearly, the population shares $x_{ka}$ will have to sum up to the total population mass of the $k$-th species: $\sum_k x_{ka} = m_k$.

\(^2\) Appearances would dictate otherwise, but there is a fundamental difference between (5.3) and its Nash counterpart (4.5): players in population games do not need to know the full strategy profile of their opponents. Indeed, thanks to the way that payoffs are determined in population games, a player only needs to look at the rewards obtained by those neighbors in his population who employed different actions. Because this observation is empirical and not fictitious (there are no probabilities involved, only actual, observable quantities), exponential learning becomes even more relevant in population games than it is in Nash games.
Thus, if we differentiate \((5.4)\) to decouple it from \((5.3)\), we again obtain the rate-adjusted replicator equation:

\[
\frac{dx_{ka}}{dt} = \lambda_k x_{ka} (u_{ka}(x) - u_k(x)), \tag{5.5}
\]

where \(u_k(x)\) denotes the population average:

\[
u_{ka}(x) = \frac{1}{m_k} \sum_{\beta} x_{k\beta} u_{k\beta}(x). \tag{5.6}
\]

(contrast this with the multilinear expectation \((2.4)\) for Nash games).

Before proceeding to the stochastic version of \((5.5)\), it would be a good idea to see which rationality properties of the replicator dynamics continue to hold in this nonlinear context. The first solution concept that we will attack is that of a dominated strategy, which, in contrast to the Nash case, can only be pure in population games: \(\alpha \in A_k\) is dominated by \(\beta \in A_k\) \((\alpha < \beta)\) iff \(u_{ka}(x) < u_{k\beta}(x)\) for all \(x \in \Delta\) – after all, it makes little sense for a population state \(x_k \in \Delta_k\) to be “dominated” in our setting. Despite this structural difference, the proof of Theorem 2.15 applied to pure strategies remains unchanged and yields:

**Proposition 5.1.** Let \(\mathcal{G}\) be a population game and let \(x(t)\) be an interior solution orbit of the replicator dynamics \((5.5)\). If the strategy \(\alpha \in A_k\) is dominated, then:

\[
\lim_{t \to \infty} x_{ka}(t) = 0. \tag{5.7}
\]

More generally, the same is true if \(\alpha \in A_k\) is not rationally admissible.

In fact, by adapting the same proof to strict equilibria, we also obtain:

**Proposition 5.2.** The strict equilibria of population games are always asymptotically stable in the replicator dynamics \((5.5)\).

*Proof.* Though straightforward, the proof of this proposition will have remarkable ramifications for our stochastic considerations later on (and has a deep connection to our approach in Chapter 4), so it is worth examining it in detail.

On that account, let us assume without loss of generality that \(q = \sum_k m_k e_{k,0}\) is a strict equilibrium of the game, so that \(u_{k,0}(q) > u_{k\mu}(q)\) for all \(\mu \in A_k^* \equiv A_k \setminus \{0\}\), and for all populations \(k = 1, \ldots, N\). Then, for any solution trajectory \(x(t)\) which starts at finite Kullback-Leibler distance from \(q\), the replicator equation \((5.5)\) readily yields:

\[
\frac{d}{dt} H_q(x_k(t)) = -\frac{d}{dt} \log x_{k,0}(t) = -\lambda_k (u_{k,0}(x) - u_k(x))
- \frac{\lambda_k}{m_k} (u_{k,0}(x)(m_k - x_{k,0}) - \sum_{\mu} x_{k\mu} u_{k\mu}(x)). \tag{5.8}
\]

Consider now the perturbed population state \(x_k = q_k + \varepsilon_k m_k z_k\) where \(\varepsilon_k > 0\) and the components of \(z_k = \sum_{\alpha} z_{k\alpha} e_{k\alpha}\) satisfy:

\[
\sum_{\mu} z_{k\mu} = 1 = -z_{k,0} \text{ and } z_{k\mu} \geq 0 \text{ for all } \mu \in A_k^* \text{ and for all } k = 1, \ldots, N \tag{5.9}
\]

(i.e. \(z_k\) is tangent to \(\Delta_k\) at \(q_k\) and points towards its interior). We will then have \(m_k - x_{k,0} = \varepsilon_k m_k\), and \((5.8)\) becomes:

\[
\frac{dH_q}{dt} = -\lambda_k \varepsilon_k (u_{k,0}(x) - \sum_{\mu} z_{k\mu} u_{k\mu}(x)) = -\lambda_k \varepsilon_k \sum_{\mu} z_{k\mu} \Delta u_{k\mu}(x). \tag{5.10}
\]
where $\Delta u_{k\mu}(x) = u_{k,0}(x) - u_{k\mu}(x)$ (note here the similarities with the proof of Proposition 4.5).

However, since $u_{k,0}(q) > u_{k\mu}(q)$ for all $\mu \in A_k^*$, the convex combination $\sum_k z_{k\mu} \Delta u_{k\mu}(q)$ will also be positive, and, by continuity, the same will hold for all $x$ sufficiently close to $q$ (that is, for small enough $\varepsilon_k > 0$). Consequently, if we sum (5.9) over all $k = 1, \ldots, N$, we see that the Kullback-Leibler entropy $H_q = \sum_k H_{k\mu}$ is a local Lyapunov function for the replicator dynamics (5.5), and our assertion follows.

So far, the rationality properties of the replicator dynamics in population games appear identical to their properties in (multi-population) random matching Nash games: dominated strategies become extinct and strict equilibria are asymptotically stable. One would thus hope to complete this picture by supplying a converse to Proposition 5.2, to the effect that only strict equilibria can be stable under the replicator dynamics (5.5). In many ways, such a result would be the perfect complement to Theorem 2.16 and would provide a remarkably robust (and simple) equilibrium selection mechanism. However, it turns out that this is a “bridge too far”: as we shall see, there are many (classes of) games which possess interior equilibria that attract every interior solution of the replicator dynamics.\footnote{This failure is also encountered in the ingenious approach of Ritzberger and Vogelsberger (1990) — see also Weibull (1995, pp. 227–228). Working with multi-population random matching games, they showed that the replicator vector field of (5.5) has the same orbits as a divergence-free vector field; from Liouville’s theorem, it then follows that only pure states can be attracting. However, if the game’s payoff functions do not satisfy the multilinearity condition $\frac{\partial u}{\partial x_k} = 0$, the divergence of this “Nash field” does not necessarily vanish and this approach breaks down.}

So, instead of looking only at the strict equilibria of the game (when they even exist), we should expand our search to include more diverse equilibria as well. To that end, let $q \in \text{Int}(\Lambda)$ be an interior equilibrium of some population game $\Phi$ which evolves according to the rate-adjusted replicator dynamics (5.5) with learning rates $\lambda_k = 1$ (for simplicity). Then, the time derivative of the relative entropy function $H_q(x) = \sum_{k,a} q_{ka} \log (q_{ka})$ will be:

$$
\frac{dH_q}{dt} = \sum_{k,a} \frac{\partial H_q}{\partial x_{ka}} \frac{dx_{ka}}{dt} = -\sum_{k,a} q_{ka} (u_{ka}(x) - u_k(x)) = -L_q(x), \quad (5.11)
$$

where, after a simple rearrangement, we have set:

$$
L_q(x) = -\sum_k \sum_{a} (x_{ka} - q_{ka}) u_{ka}(x). \quad (5.12)
$$

Obviously, if $L_q(x)$ is positive (resp. negative) in a neighborhood of $q$, then $q$ will be locally attracting and stable (resp. repelling and unstable); on the other hand, if the sign of $L_q$ changes depending on the direction that we take away from $q$, then more complicated phenomena might arise.

This last observation already makes the function $L_q$ crucial for our purposes, but its true essence lies in its connection to the concept of evolutionary stability. Indeed, if we turn back to Definition 2.10, we cannot fail to notice the similarity between the evolutionary stability condition (2.36) and the expression (5.12); to boot, if $q$ is evolutionarily stable, (2.36) is equivalent to the requirement:

$$
\sum_{k,a} z_{ka} u_{ka}(q + \varepsilon z) < 0, \quad (5.13)
$$

for all sufficiently small $\varepsilon > 0$ and for every tangent vector $z \in T_q\Lambda$ with Euclidean norm $\|z\| = 1$.\footnote{This failure is also encountered in the ingenious approach of Ritzberger and Vogelsberger (1990) — see also Weibull (1995, pp. 227–228). Working with multi-population random matching games, they showed that the replicator vector field of (5.5) has the same orbits as a divergence-free vector field; from Liouville’s theorem, it then follows that only pure states can be attracting. However, if the game’s payoff functions do not satisfy the multilinearity condition $\frac{\partial u}{\partial x_k} = 0$, the divergence of this “Nash field” does not necessarily vanish and this approach breaks down.}
In other words, we see that the mutated state \( x = q + \varepsilon z \) will be “evolutionarily destructive” for \( q \) if and only if \( L_q(x) < 0 \). Prompted by this observation, \( L_q(x) \) will be called the evolutionary index of \( x \) (with respect to \( q \)) and, accordingly, we will say that \( x \) is:

- congruous to \( q \) (or preserving) when \( L_q(x) > 0 \);
- incongruous to \( q \) (or destructive) when \( L_q(x) < 0 \);
- neutral with respect to \( q \) when \( L_q(x) = 0 \).

In a similar fashion, the stability domain of \( q \) will be the (necessarily open) set \( \Delta^q_+ = \{ x \in \Delta : L_q(x) > 0 \} \) of points that are congruous to \( q \) – obviously, the unstable and neutral domains \( \Delta^-_q \) and \( \Delta^0_q \) of \( q \) are defined analogously.

The rationale behind this terminology should be clear enough: \( q \) is evolutionarily stable if and only if every state \( x \) in some neighborhood \( U \) of \( q \) preserves \( q \). Obviously, this last condition amounts to \( L_q(x) \) being positive in a neighborhood of \( q \), so, by (5.11) and Lyapunov’s theorem, we get:

**Proposition 5.3.** Evolutionarily stable states are asymptotically stable in the replicator dynamics (5.5).

**Remark.** Strictly speaking, the proof of Proposition 5.3 only works in the “uniform” replicator dynamics with learning rates \( \lambda_k = 1 \). In the general case, (5.11) does not hold and we should consider instead the rate-adjusted entropy:

\[
H_q(x; \lambda) \equiv \sum_k \lambda_k^{-1} H_{q_k}(x_k) = \sum_k \lambda_k^{-1} \sum_{a:q_ka>0} q_{ka} \log \frac{q_{ka}}{x_{ka}}.
\]  

The rate-adjusted entropy \( H_q(x; \lambda) \) has the same properties as its uniform counterpart \( H_q(x) \) (which is recovered when we set \( \lambda_k = 1 \)), and the same calculations as above show that \( H_q(x; \lambda) = -L_q(x) \) in the replicator dynamics (5.5). For this reason, we will not make any distinction between the two versions and, for simplicity, we will use the notation \( H_q(x) \) for both (however, we will make explicit mention of the learning rates \( \lambda_k \) when needed).

Now, a closer inspection of Theorem 2.16 reveals that Proposition 5.3 is, essentially, the “if” part of the folk theorem in general population games. As a result, the “correct” characterization of asymptotically stable states should be phrased as a converse to Proposition 5.3, and not Proposition 5.2 as we tried before – after all, the equivalence between strict equilibria and evolutionarily stable strategies in multi-population Nash games is just an artifact of multilinearity.

This statement appears even more appealing than our previous attempt to characterize the asymptotically stable points of the replicator dynamics, but, unfortunately, our expectations are not vindicated this time either. A counterexample in multi-population games is provided by the following adaptation of the “Matching Pennies” game, inspired by Weibull (1995, pp. 198–199) – a single-population example was first given by Zeeman (1981). \(^4\) Two species, \( U \) and \( V \), both of mass 1, choose between “heads” (0) or “tails” (1), gaining respectively the “raw” rewards:

\[
\begin{align*}
u_0(x,y) &= 2y + c & v_0(x,y) &= 2 + c - 2x \\
u_1(x,y) &= 2 + c - 2y & v_1(x,y) &= 2x + c
\end{align*}
\]  

\(^4\) In the original Matching Pennies game, two players, \( A \) and \( B \), each hold up a penny: if the faces of the pennies match, player \( A \) takes both, otherwise the pennies go to \( B \).
where \( x \) (resp. \( y \)) is the share of species \( U \) (resp. \( V \)) that picked 0, and \( c > 0 \) is a control parameter. These raw rewards are then averaged over each species (giving \( u(x, y) = xu_0(x, y) + (1 - x)u_1(x, y) = c + 2xy + (1 - x)(1 - y) \) and a similar expression for \( v \)), and the actual payoff functions to the two species are the “adjusted” versions:

\[
\begin{align*}
\Pi_0(x, y) &= u_0(x, y) / u(x, y) \\
\Pi_1(x, y) &= u_1(x, y) / u(x, y) \\
\end{align*}
\]

\[
\begin{align*}
\Gamma_0(x, y) &= v_0(x, y) / v(x, y) \\
\Gamma_1(x, y) &= v_1(x, y) / v(x, y). \\
\end{align*}
\] (5.16)

In this context, the role of the control parameter \( c \) is to artificially increase the raw rewards \( u \) and \( v \) by the same amount, thus ensuring that the adjusted payoffs \( \Gamma \) and \( \Pi \) remain well-defined – the standard version of Matching Pennies has \( c = -1 \). As a result, given that this adjustment is uniform across populations, the equilibrium of the game will not change, and the adjusted version will still have a unique equilibrium at \( q = (1/2, 1/2) \). Nevertheless, Fig. 5.1 shows that this equilibrium is not evolutionarily stable (every neighborhood of \( q \) intersects the instability domain \( \Delta_q^{-} \)), even though it is attracting: interior trajectories converge to equilibrium, but the relative entropy of a solution fluctuates quite a bit before eventually settling down.

### 5.1.2 Evolution in Potential Games

So, does all this amount to a clear account of the stability properties of the replicator dynamics in population games? On the one hand, yes, and in a definitive manner: Proposition 5.3 shows that evolutionarily stable states are also asymptotically stable, and the Matching Pennies counterexample shows that we cannot hope to obtain a converse to this statement. On the other hand, this answer is, in a certain sense, not much more than a restatement of the problem (an illustrative one, to be sure, but a restatement nonetheless): we are still left to know whether a population game actually has any evolutionarily stable states or not.
This last question boils down to showing that the evolutionary index $L_q(x)$ is positive in a neighborhood of a candidate equilibrium $q \in \Delta$. As such, the answer will depend on the game (or class thereof) considered and, essentially, it will be an ad hoc one. Nevertheless, we can obtain pretty general results if we restrict ourselves to the class of continuous potential games, where the existence of a potential function allows us to express the evolutionary index $L_q$ in a particularly suggestive way.

Indeed, if $\emptyset$ is a potential game with potential $F : \Delta \to \mathbb{R}$, we immediately obtain:

$$L_q(x) = - \sum_k \sum_a^k (x_{ka} - q_{ka}) u_{ka}(x) = \sum_k \sum_a^k (x_{ka} - q_{ka}) \frac{\partial F}{\partial x_{ka}}, \quad (5.17)$$

an expression which suggests that the evolutionary index $L_q$ may be interpreted as a sort of directional derivative of $F$. To make this idea precise, note first that if $q_k$ is an interior point of $\Delta_k$, the tangent space $T_{q_k} \Delta_k$ to $\Delta_k$ at $q_k$ will be naturally isomorphic to the subspace $Z_k$ of $\mathbb{R}^{A_k}$ which is parallel to $\Delta_k$:

$$T_{q_k} \Delta_k \cong Z_k = \{ z_k \in \mathbb{R}^{A_k} : \sum_a^k z_{ka} = 0 \}. \quad (5.18)$$

Of course, an analogous statement will also hold for $T_q \Delta$: if we set $A \equiv \prod_k A_k$, then $T_q \Delta$ will be isomorphic to the subspace of $\mathbb{R}^A$ which is parallel to $\Delta$:

$$T_q \Delta \cong Z = \{ z \in \mathbb{R}^A : \sum_a^k z_{ka} = 0 \text{ for all } k = 1, \ldots, N \}. \quad (5.19)$$

(Obviously $Z \cong \prod_k Z_k$ under the identification $\mathbb{R}^A \cong \prod_k \mathbb{R}^{A_k}$.)

However, for points on the boundary of $\Delta$, we will need to take a slightly different approach than the differential geometric one where $T_{q_k} \Delta_k$ has dimension equal to that of the lowest-dimensional face of $\Delta_k$ containing $q_k$. Instead, we will regularly need to consider all “rays” that emanate from $q$ and which are (at least partially) contained in $\Delta$, i.e. those vectors $z \in Z$ such that $q + \theta z \in \Delta$ for some $\theta > 0$. We will thus denote this (solid) tangent cone by

$$T_q^* \Delta = \{ z \in Z : z_{ka} \geq 0 \text{ for all } a \in A_k \text{ with } q_{ka} = 0 \}, \quad (5.20)$$

so that $T_q^* \Delta$ always contains $T_q \Delta$ and coincides with it whenever $q \in \text{Int}(\Delta)$.

In this manner, if we set $f(\theta) = F(q + \theta z)$ and $h(\theta) = L_q(q + \theta z)$, $z \in T_q^* \Delta$, (5.17) may be rewritten as:

$$f'(\theta) = \sum_k \sum_a^k \frac{\partial F}{\partial x_{ka}} z_{ka} = \theta^{-1} h(\theta), \quad (5.21)$$

for all sufficiently small $\theta > 0$ (that is, all $\theta > 0$ with $q + \theta z \in \Delta$). We have already encountered this expression in Proposition 2.13: if $f'(\theta) > 0$ for every $z \in T_q^* \Delta$ and small enough $\theta > 0$, then the evolutionary index $L_q(x)$ will be positive in a neighborhood of $q$, and, hence, $q$ will be an ESS. If, however, this condition does not hold, (i.e. there exist rays $z \in T_q^* \Delta$ with $f'(\theta) = 0$ arbitrarily close to $q$) then $q$ cannot be evolutionarily stable.5

This expression also allows us to obtain a series of growth estimates for the evolutionary index $L_q$ based on estimates for the potential $F$. To obtain the first estimate of this kind, we will make the relatively mild assumption that $F$
grows superlinearly along every ray that emanates from some point \( q \in \Delta \), i.e. that there exists a point \( q \in \Delta \) such that the function:

\[
F(q + \theta z) - F(q) \geq \frac{1}{\theta} f'(\theta) - f(0), 
\]

is increasing for every \( z \in T_q \Delta \).

(5.22)

Clearly, if the potential function \( F \) satisfies (5.22), the point \( q \) will be the unique minimum of \( F \), just as in the case of (strictly) convex functions.\(^6\) Furthermore, on account of (5.22), we immediately get \( \theta f'(\theta) \geq f(\theta) - f(0) \), or, for \( x = q + \theta z \):

\[
L_q(x) = \theta f'(\theta) \geq f(\theta) - f(0) = F(x) - F(q) \geq 0. 
\]

(5.23)

Therefore, since \( q \) is the unique minimum of \( F \), we immediately see that \( q \) attracts every interior solution trajectory of the replicator dynamics (5.5).

In a similar vein, we also get the following growth estimate for \( L_q \):

Lemma 5.4. Let \( \mathcal{G} \) be a potential game whose potential function \( F : \Delta \rightarrow \mathbb{R} \) satisfies the growth condition (5.22). Then, if \( q = \sum_k m_k e_{k,0} \) is a strict equilibrium of \( \mathcal{G} \) and \( \Delta_k = \min_{\mu \notin 0} \{ u_{k,0}(q) - u_{k,\mu}(q) \} \), we will have:

\[
L_q(q + \theta z) \geq \frac{1}{\theta} \theta \sum_k \| z_k \|_1 \Delta u_k \quad \text{for all} \ z \in T_q \Delta \ \text{and} \ \theta \geq 0 \ s.t. \ q + \theta z \in \Delta. 
\]

(5.24)

Proof. Clearly, since \( z \in T_q \Delta \) and \( q = \sum_k m_k e_{k,0} \), the individual components \( z_k \in T_q \Delta_k \) of \( z \) will be of the form:

\[
z_k = \sum_\mu z_{k\mu}(e_{k\mu} - e_{k,0}), \quad \text{where} \ z_{k\mu} \geq 0 \ \text{for all} \ \mu \in A_k^+ \equiv A_k \setminus \{ 0 \}. 
\]

(5.25)

So, if \( f(\theta) = F(q + \theta z) \), the growth condition (5.22) easily implies:

\[
\frac{f(\theta) - f(0)}{\theta} \geq \lim_{\theta \to 0} \frac{f(\theta) - f(0)}{\theta} = f'(0), 
\]

(5.26)

or, equivalently, \( f(\theta) \geq f(0) + \theta f'(0) \) for all \( \theta \geq 0 \) such that \( q + \theta z \in \Delta \). However, by (5.21), we will also have \( f'(0) = -\sum_k z_k u_{k,0}(q) \), and, thanks to (5.25), we may rewrite this last sum as:

\[
f'(0) = -\sum_k z_k u_{k,0}(q) = \sum_k \sum_\mu z_{k\mu} \left[ u_{k,0}(q) - u_{k,\mu}(q) \right] 
\]

\[
\geq \sum_k \sum_\mu z_{k\mu} \Delta u_k = \frac{1}{2} \sum_k \Delta u_k \| z_k \|_1, 
\]

(5.27)

the last equality following from the definition of the \( L^1 \) norm of \( z_k \): \( \| z_k \|_1 = \sum_\mu |z_{k\mu}| = |z_{k,0}| + \sum_\mu |z_{k\mu}| = 2 \sum_\mu z_{k\mu} \) (recall that \( \sum_\mu z_{k\mu} = 0 \) and, hence, \( z_{k,0} = -\sum_\mu z_{k\mu} \)). In this way, (5.23) finally gives:

\[
L_q(q + \theta z) \geq f(\theta) - f(0) \geq \frac{1}{\theta} \sum_k \Delta u_k \| z_k \|_1. 
\]

This linear growth estimate for the evolutionary index \( L_q \) that we just established will play a key role in our stochastic considerations in the next section. For now however, Lemma 5.4 provides us with a (global!) estimate of the rate at which the solution trajectories of the replicator dynamics converge to a strict equilibrium:

\(\text{Any strictly convex potential satisfies (5.22), but the converse is not true; in fact, (5.22) does not even guarantee (weak) convexity along rays.}\)
Theorem 5.5. Let $\mathcal{G}$ be a potential game satisfying the growth condition (5.22), and let $q$ be a strict equilibrium of $\mathcal{G}$. Any solution orbit of the replicator dynamics (5.5) which starts at a finite Kullback-Leibler distance from $q$ satisfies:

$$H_q(x(t)) \leq h_0 e^{-ct},$$

(5.28)

where $h_0 = H_q(x(0))$ and $c = h_0^{-1} \min_k \left\{ m_k (1 - e^{-\lambda_k h_0/m_k}) \Delta u_k \right\}$.

Proof. To begin with, assume without loss of generality that $q = \sum_k m_k q_k$ and note that any $x_k \in \Delta_k \setminus \{q_k\}$ can be uniquely expressed in the form:

$$x_k = q_k + \theta_k z_k$$

for some $\theta_k \geq 0$ and $z_k \in T^c_{q_k} \Delta$ with $z_{k,0} = -m_k$.

So, with $x_{k,0} = m_k (1 - \theta_k)$, we readily obtain:

$$H_q(x) = \sum_k \frac{m_k}{\lambda_k} \log \frac{m_k}{x_{k,0}} = - \sum_k \frac{m_k}{\lambda_k} \log (1 - \theta_k),$$

where $\lambda_k, k = 1, \ldots, N$, are the learning rates of (5.5).

Now, let $\theta_k^*$ be be defined by the equation $h_0 = \lambda_k^{-1} H_q(q_k + \theta_k z_k)$ (that is, $\theta_k^* = 1 - e^{-\lambda_k h_0/m_k}$), implying that $-\frac{m_k}{\lambda_k} \log (1 - \theta_k) \leq h_0 \theta_k/\theta_k^*$ if and only if $0 \leq \theta_k \leq \theta_k^*$ (recall that $h$ is convex). We then claim that:

$$H_q(x(t)) = - \sum_k \frac{m_k}{\lambda_k} \log (1 - \theta_k(t)) \leq \sum_k h_0 \theta_k(t)/\theta_k^*$$

for all $t \geq 0$, (5.31)

where $\theta_k(t)$ is defined by (5.26). To see that this is so, it clearly suffices to show that $\theta_k(t) \leq \theta_k^*$ for all $t \geq 0$. However, if $\theta_k(t) > \theta_k^*$ for some $t \geq 0$, then we would also have $H_q(x_k(t)) > h_0$, and, hence, $H_q(x(t)) > H_q(x(0))$ as well, a clear contradiction because $H_q(x(t))$ is decreasing − recall that $H_q(x) = -L_q(x) \leq 0$ on account of (5.23).

On the other hand, an application of Lemma 5.4 immediately yields:

$$\frac{d}{dt} H_q(x(t)) = -L_q(x(t)) \leq - \sum_m m_k \theta_k(t) \Delta u_k.$$  

(5.32)

As a result, if we set $c = h_0^{-1} \min_k \left\{ m_k (1 - e^{-\lambda_k h_0/m_k}) \Delta u_k \right\}$ (so that $m_k \Delta u_k \geq c h_0/\theta_k^*$ for all $k = 1, \ldots, N$), this last inequality becomes:

$$\frac{d}{dt} H_q(x(t)) \leq -c \sum_k h_0 \theta_k(t)/\theta_k^* \leq -c H_q(x(t)) \quad \text{for all } t \geq 0.$$  

(5.33)

and the estimate (5.28) follows trivially from Gronwall’s lemma. □

Remark. It is interesting to note here that the exponential rate of convergence $c$ of (5.28) is essentially $O(1)$ − a consequence of the rate-adjusted relative entropy $H_q(x) = \sum_k \lambda_k^{-1} \sum q_{ka} \log(q_{ka}/x_{ka})$ being $O(1/\lambda)$. This sits very well with our interpretation of the learning parameters $\lambda_k$: the players’ convergence rate is proportional to their learning rate.

To extend this result to interior evolutionarily stable strategies, we will first need to study the decomposition (5.29) in a little more detail. To that end, let $q \in \text{Int}(\Delta)$ be an interior point of $\Delta$ and set $S_q = \{ z \in T_q \Delta : q + z \in \partial(\Delta) \}$. Then, as before, any $x \in \Delta \setminus \{q\}$ may be uniquely expressed in the form $x = q + \theta z$ for some $z \in S_q$ and $\theta \in [0, 1]$. We thus define the projective distance $\Theta_q(x)$ of $x$ from $q$ to be:

$$\Theta_q(x) = \theta \iff x = q + \theta z \quad \text{for some } z \in S_q \text{ and } 0 \leq \theta \leq 1.$$  

(5.34)
Much like the relative entropy \( H_q \), \( \Theta_q \) is not a bona fide distance function by itself, so our choice of terminology might appear somewhat unfortunate. It is justified however by the fact that \( \Theta_q \) closely resembles the \( L^1 \) norm: the “projective balls” \( B_\theta = \{ x \in \Delta : \Theta_q(x) \leq \theta \} \) are rescaled copies of \( \Delta \) (\( S_q \) is the “unit sphere” in this picture), and the graph \( \text{gr}(\Theta_q) \equiv \{ (x, \theta) \in \Delta \times \mathbb{R} : \Theta_q(x) = \theta \} \) of \( \Theta_q \) is simply a cone over the polytope \( \Delta \).

The second thing of note in the case of interior equilibria is that any first order growth estimate for the evolutionary index \( L_q(x) \) (such as (5.24)) will be useless for our purposes. Indeed, if \( \bar{q} \in \text{Int}(\Delta) \) is evolutionarily stable, it will also be an interior local minimum of \( F \), and we will thus have:

\[
\frac{d}{d \theta} \bigg|_{\theta=0} F(q + \theta z) = 0 \quad \text{for all } z \in T_{q\Delta}. \tag{5.35}
\]

This means that we will need to strengthen our superlinearity condition (5.22) to provide a meaningful second-order bound for the growth of \( f(\theta) \). The easiest (and most economical) way to do this is to (finally) assume that the potential \( F \) is (strictly) convex:

**Theorem 5.6.** Let \( \mathcal{G} \) be a strictly convex potential game whose potential function \( F : \Delta \rightarrow \mathbb{R} \) attains its (global) minimum at \( q \in \text{Int}(\Delta) \). Then, \( q \) is evolutionarily stable and attracts every interior solution \( x(t) \) of the replicator dynamics (5.5). Furthermore, we will also have:

\[
H_q(x(t)) \leq H_q(x(0)) \exp \left( -\frac{1}{2} \frac{r^2}{h_c} t \right), \tag{5.36}
\]

where \( r \) is the minimum eigenvalue of the Hessian of \( F \) (taken over all \( x \in \Delta \)), \( h_c \geq H_q(x(0)) \) is a positive constant which is equal to \( H_q(x(0)) \) if the latter is small enough, and \( \zeta_0^2 = \min_{x \in \Delta} \{ \| x - q \|^2 : H_q(x) = h_c \} \).

The proof of this theorem is not particularly difficult, but it is rife with technical details. These are simplified considerably by the following lemma which provides a quadratic upper bound for the growth of the relative entropy \( H_q(x) \) near an interior point \( q \in \text{Int}(\Delta) \):

---

7 The definition of the projective distance \( \Theta_q \) may actually be extended to points \( q \) in the boundary of \( \Delta \) by a suitable redefinition of the “unit sphere” \( S_q \) so that the decomposition (5.34) remain unique. If \( q \) is a vertex of \( \Delta \), it can be easily seen that \( \Theta_q(x) \) is just a scaled variant of \( \| x - q \|_1 \).
Lemma 5.7. Let \( q \in \text{Int}(\Delta) \) and set \( h(\theta) = H_q(q + \theta z), 0 \leq \theta < 1, z \in S_q \). Then, for every \( a > 1 \), the equation:

\[
H_q(q + \theta z) = \frac{a}{2} \sum_k \frac{1}{\lambda_k} \sum_{\alpha} \hat{z}_{\alpha} q_{\alpha}^2
\]

has a unique positive root \( \theta_a = \theta_a(z) \). Accordingly, if \( h_a = H_q(q + \theta_a z) \), then:

\[
H_q(q + \theta z) \leq \frac{a}{\theta_a^2} \quad \text{for all } \theta \leq \theta_a.
\]

Proof. The proof is essentially a study in the properties of the function \( h(\theta) = H_q(q + \theta z), 0 \leq \theta < 1, z \in S_q \). Indeed, an easy differentiation yields:

\[
h^{(n)}(\theta) = (-1)^n(n-1)! \sum_k \frac{1}{\lambda_k} \sum_{\alpha} q_{\alpha} z_{\alpha} \theta_{\alpha}^{n-1},
\]

showing that \( h^{(n)}(\theta) \) is strictly positive for all even \( n > 0 \). So, if we consider the quadratic estimate \( g(\theta) = \frac{a}{2} \sum_k \lambda_k^{-1} \sum_{\alpha} \hat{z}_{\alpha} q_{\alpha}^2 = \frac{a}{2} h''(0) \theta^2 \), we are left to show that the equation \( h(\theta) = g(\theta) \) has a unique positive root.

The actual existence of a solution is obvious: to begin with, note that \( h'(0) = -\sum_k \lambda_k^{-1} \sum_{\alpha} \hat{z}_{\alpha} = 0 \) on account of \( z \) being tangent to \( \Delta \) at \( q \) (i.e. \( \sum_k \hat{z}_{\alpha} = 0 \) for all \( k = 1, \ldots, N \)). So, if we introduce the difference \( w(\theta) = h(\theta) - g(\theta) \), we will have \( w(0) = w'(0) = 0 \), whereas \( w''(0) = (1-a)h''(0) < 0 \). This means that \( w \) will initially decrease to negative values, and since \( \lim_{\theta \to -1} w(\theta) = \infty \), the existence of a positive root is guaranteed.

On the other hand, to establish uniqueness, it is necessary to study higher order derivatives of \( h \). In particular, we have \( h^{(4)}(\theta) > 0 \), so the third derivative \( h'''(\theta) \) will be strictly increasing for all \( \theta \). In its turn, this means that \( h''(\theta) \) is strictly convex, so the equation \( h''(\theta) = ah''(0) \) — or, equivalently, the equation \( w''(\theta) = 0 \) — will have a unique positive solution (recall that \( a > 1 \)).

Now, assume in absurdum that \( w \) has two distinct positive roots, say \( \theta_1, \theta_2 \) with \( 0 < \theta_1 < \theta_2 \). Given that \( 0 \) is also a root of \( w \), the mean value theorem implies that there exist \( \xi_1, \xi_2 \) with \( 0 < \xi_1 < \theta_1 < \xi_2 < \theta_2 \) and \( w'(\xi_1) = w'(\xi_2) = 0 \). However, we also have \( w'(0) = 0 \) as well, so a second application of the mean value theorem provides \( \xi_1', \xi_2' \) with \( 0 < \xi_1' < \xi_1 < \xi_2' < \xi_2 \) and \( w''(\xi_1') = w''(\xi_2') = 0 \). This contradicts our previous result that \( w'' \) has a unique positive root and the last part of the lemma follows by rewriting the inequality \( w(\theta) \leq 0, \theta \leq \theta_a \), in terms of \( h \) and \( g \).

Proof of Theorem 5.6. Since \( F \) is convex, it will clearly satisfy the growth condition (5.22), so the first part of the theorem follows by the estimate (5.23) for \( L_q(x) \) (which shows that \( L_q \) is Lyapunov for the replicator dynamics).

Now, to obtain the exponential bound (5.36), write \( x \in \Delta \) in the projective form \( x = q + \theta z \) where \( z \in S_q \) and \( \theta = \Theta_q(x) \). Then, if we set \( f(\theta) = F(q + \theta z) \) as before, we will have:

\[
f''(\theta) = \sum_{k,\alpha} \sum_{\ell,\beta} \hat{z}_{k\alpha} \hat{z}_{j\beta} \frac{\partial^2 F}{\partial x_{k\alpha} \partial x_{j\beta}}.
\]

However, on account of the (strict) convexity of \( F \), the restriction of the Hessian matrix \( \frac{\partial^2 F}{\partial x_{k\alpha} \partial x_{j\beta}} \) of \( F \) on \( T\Delta \) will be positive definite for all \( x \in \Delta \). Therefore, its smallest eigenvalue will always be positive, and with \( \Delta \) compact, it will be
bounded away from 0 by some positive constant \( r > 0 \). In this way, a first order Taylor expansion with Lagrange remainder yields \( f(\theta) \geq f(0) + \frac{1}{2} r \theta^2 \| z \|^2 \), or, on account of the inequality (5.23):

\[
L_q(x) \geq F(x) - F(q) \geq \frac{1}{2} r \| x - q \|^2,
\]

where \( \| \cdot \| \) denotes the ordinary Euclidean norm.

Mimicking the proof of Theorem 5.5, we are left to obtain a similar (quadratic) inequality for \( H_q(x) \). This was the whole purpose behind Lemma 5.7, so fix some \( a > 1 \) and pick a tangent vector \( z \in S_q \). Then, if \( \theta_a \equiv \theta_a(z) \) and \( h_a \equiv H_q(q + \theta_a(z)) \) are defined as in the proof of Lemma 5.7, we will have

\[
H_q(q + \theta_a(z)) \leq h_a \theta^2 / \theta_a^2 \quad \text{for all} \quad \theta \leq \theta_a.
\]

On the other hand, if we write \( x(t) \) in the projective form \( x(t) = q + \theta(t)z(t) \) where \( z(t) \in S_q \) and \( \theta(t) \equiv \Theta_q(x(t)) \) is the projective distance of \( x(t) \) from \( q \), the quadratic estimate (5.38) that we just alluded to will only hold if \( \theta(t) \leq \theta_a(z(t)) \) for all \( t \geq 0 \). Unfortunately, since \( x(0) \) might be arbitrarily away (in terms of K-L distance) from \( q \) this need not be the case, so we will need to tighten our quadratic bound even further.

To that end, let \( h_t = H_q(x(0)) \vee \max \{ h_a(z) : z \in S_q \} \). By following the same strategy as in Lemma 5.7, it is easy to see that the equation \( H_q(q + \theta(z)) = h_t \) has a unique positive solution \( \theta_0(z) \) for all \( z \in S_q \). Then, since \( h_c \geq h_a(z) \), we will also have \( h_0(z) \geq \theta_a(z) \), and, hence, we obtain:

\[
H_q(q + \theta(z)) \leq h_t \theta^2 / \theta_0^2(z) \quad \text{for all} \quad \theta \leq \theta_0.
\]

Moreover, we claim that \( \theta(t) \leq \theta_0(z(t)) \) for all \( t \geq 0 \): indeed, if \( \theta(t) \) ever exceeded \( \theta_0(z(t)) \), we would also have \( H_q(x(t)) > h_c \geq H_q(x(0)) \), a contradiction because \( H_q(x(t)) \) is decreasing.

As a result of all the above, we will have for all \( t \geq 0 \):

\[
H_q(x(t)) \leq h_t \theta_0^2(z(t)) = h_t \frac{\| \theta(t)z(t) \|^2}{\| \theta_0(z(t))z(t) \|^2} \leq h_t \frac{\| x(t) - q \|^2}{\theta_0^2},
\]

where \( \theta_0^2 = \min \{ \| x - q \|^2 : x \in \Delta, H_q(x) = h_t \} \). Then, in conjunction with the estimate (5.41), we obtain:

\[
\frac{d}{dt} H_q(x(t)) \leq -L_q(x(t)) \leq -\frac{1}{2} r \| x(t) - q \|^2 \leq -\frac{1}{2} r \theta_0^2 H_q(x(t))
\]

and the exponential bound (5.36) follows again from Gronwall’s lemma.

**Remark 1.** As written, the exponent of the exponential bound (5.36) implicitly depends on the “internal” constant \( a > 1 \) that we introduced in its proof. Obviously, \( h_a \) is an increasing function of \( a \), so, to sharpen our estimate, one simply has to let \( a \mapsto 1^+ \).

In a similar vein, there are many points where we could tighten our bounds further, but, as in Theorem 5.5, these refinements would not yield significant

---

8 This actually shows that \( F \) is strongly convex over \( \Delta \) but our lack of argumentation might not sound very convincing — after all, the smallest root of a real polynomial does not depend continuously on the polynomial’s coefficients. Nevertheless, if we identify a complex \( n \)-th degree polynomial with a point in \( \mathbb{C}^n \) and let \( \mathbb{C}^n_{sim} \equiv \mathbb{C}^n / S_n \) be the space of its roots modulo the symmetric group \( S_n \) (i.e. we ignore ordering), then the map \( \rho : \mathbb{C}^n \rightarrow \mathbb{C}^n_{sim} \) will be continuous (a consequence of Rouche’s theorem). Thus, if \( H \subseteq \mathbb{C}^n \) is the set of all characteristic polynomials of positive-definite matrices, the restriction of \( \rho \) on \( H \) will also be continuous and its image will be contained in (the positive orthant of) \( \mathbb{R}^n / S_n \). Therefore, given that the minimum of an \( n \)-tuple of real numbers is a continuous function on \( \mathbb{R}^n \) which descends to the quotient \( \mathbb{R}^n / S_n \), our claim follows.
gains. What is more important for our purposes is to note that $h_e$ is still of order $O(1/\lambda)$, which means that the equilibration time of the replicator dynamics is itself of order $O(\lambda)$, just as in the strict equilibrium case.

\textbf{Remark 2.} The requirement that the potential function be strictly convex might appear somewhat restrictive but, in fact, it can be weakened considerably. Indeed, the proofs of Theorems 5.5 and 5.6 both carry through if the potential function $F$ is only \textit{locally} (strictly) convex near $q$ (that is, as long as $q$ is a “deep” minimum of the potential) and the starting point of the dynamics lies within the domain of convexity of $F$.

\section*{5.2 The effect of stochastic fluctuations}

Without further ado, let us now see what happens in the presence of stochastic fluctuations that interfere with the game. As in Chapter 4, we will assume that the players’ scores $U_{ka}$ evolve according to the SDE:

$$
\frac{dU_{ka}(t)}{dt} = u_{ka}(X(t)) \frac{dW_{ka}(t)}{t},
$$

where the population state $X(t)$ is given by the Gibbs distribution:

$$
X_{ka}(t) = m_k \frac{\exp(\lambda_k U_{ka}(t))}{\sum_{\beta} \exp(\lambda_{k\beta} U_{\beta}(t))},
$$

with learning rates (population-specific inverse temperatures) $\lambda_k > 0$ – as before, the noise coefficients $\sigma_{ka} : \Delta \rightarrow \mathbb{R}$ are assumed essentially bounded over $\Delta$ and $W(t)$ is a Wiener process in $\mathbb{R}^A \cong \prod_k \mathbb{R}^{A_k}$. Therefore, by applying Ito’s formula to (5.46), we obtain the stochastic replicator equation:

$$
\frac{dX_{ka}}{dt} = \lambda_k X_{ka} (u_{ka}(X) - u_k(X)) dt
$$

$$
+ \frac{\lambda_k^2}{2} \frac{X_{ka}}{m_k} \left( \sigma^2_{ka}(X)(m_k - 2X_{ka}) - \frac{1}{m_k} \sum_{\beta} \sigma^2_{\beta}(X) X_{\beta}(m_k - 2X_{\beta}) \right) dt
$$

$$
+ \lambda_k X_{ka} \left( \sigma_{ka}(X) dW_{ka} - \frac{1}{m_k} \sum_{\beta} \sigma_{\beta}(X) X_{\beta} dW_{\beta} \right)
$$

(see Section 4.2 for the essentials of the derivation).

The difference between this equation and its Nash sibling (4.16) is that a) the masses of the various populations introduce the scaling factors $m_k$ in (5.47) (obviously, (4.16) is recovered in the uniform case $m_k = 1$); and b) the payoffs $u_{ka}(x)$ are not multilinear over $\Delta$ (even though $u_k(x)$ is still given by the convex combination $u_k(x) = m_k^{-1} \sum x_{ka} u_{ka}(x)$). As a result, we will proceed in much the same fashion as we did in Section 4.2 and, for the sake of simplicity, we will drop the dependence of the noise coefficients $\sigma_{ka}$ on the population state $x \in \Delta$, replacing them instead with their essential supremum: $\sigma_{ka} \leftrightarrow \operatorname{ess\,sup}_{x \in \Delta} |\sigma_{ka}(x)|$. We also note that (5.47) admits a unique strong solution for every initial condition $X(0) \in \Delta$ by the same reasoning as in Section 4.2, so the two equations (4.16) and (5.47) appear indistinguishable.

These similarities are strengthened by the following result (which is proved exactly as its counterparts in Chapter 4):

\textbf{Theorem 5.8.} Let $\Theta$ be a population game and let $X(t)$ be an interior solution path of the stochastic replicator dynamics (5.47) with initial condition $X(0) = x \in \operatorname{Int}(\Delta)$. Then, if $a \in A_k$ is strictly dominated, we will have:

$$
\lim_{t \to \infty} X_{ka}(t) = 0 \quad \text{almost surely.}
$$
In fact, $X_{ka}(t)$ also converges to 0 in probability as well:

$$\mathbb{P}_x \left( X_{ka}(t) < e^{-M} \right) \geq \frac{1}{2} \text{erfc} \left( \frac{M - h_k(x_k) - \lambda_k \Delta t}{2 \lambda_k \sqrt{A_k t}} \right), \quad \text{for all } M > 0, \quad (5.49)$$

where $h_k(x_k)$ and $\Delta_k > 0$ are constants, $A_k = |A_k|$ is the number of actions available to population $A_k$, and $\sigma_k = \max_\beta \{ |\sigma_{\beta_k}| \}$.

In fact, (5.48) still holds if $a \in A_k$ is only iteratively dominated: in the long run, the only strategies that survive are the rationally admissible ones.

**Proof.** As we already mentioned, the proof of the theorem essentially follows that of Propositions 4.1 and 4.2, so we will only give a brief sketch here.

Since $a$ is pure, we will have $d_{KL}(e_{ka}, x) = \frac{m_k}{x_k} \log(m_k/x_{ka})$ — recall that we are employing the rate-adjusted version of the relative entropy which is appropriate to the rate-adjusted dynamics (5.47). So, for any $\beta \in A_k$, the same series of (Itô) differentiations that led to (4.31) now give:

$$d \left( \log(X_{ka}/X_{k\beta}) \right) = \left( u_{k\beta}(X) - u_{ka}(X) \right) dt + \sigma_{k\beta} dW_{k\beta} - \sigma_{ka} dW_{ka}, \quad (5.50)$$

By the definition of dominated strategies, if $a \prec \beta$, we will have $u_{ka}(x) < u_{k\beta}(x)$ for all $x \in \Delta$, and, given that $\Delta$ is compact, this also gives $\sigma_k = \inf \{ u_{k\beta}(x) - u_{ka}(x) : x \in \Delta \} > 0$. Therefore, since the proof of Propositions 4.1/4.2 and Theorem 4.3 only depend on this bound being positive, our assertion follows.

Exactly the same technique also yields:

**Theorem 5.9.** The strict equilibria of a population game $\mathcal{G}$ are stochastically asymptotically stable in the replicator dynamics (5.47) of exponential learning.

**Proof.** By defining the “adjusted scores” $Z_{ka}$ as in (4.59) and scaling the “adjusted distributions” $Y_{ka}$ (4.60) by $m_k$, we see that the proof of Theorem 4.8 essentially hinges on the condition $u_{k,0}(q) > u_{k,0}(q')$, where $q = \sum_k m_k e_0$ is the strict equilibrium in question and $\mu \in A_\kappa$. Since (by Wardrop’s principle) this condition characterizes strict equilibria in population games as well, the theorem follows.

So, what new insights are there to be gained by looking at population games? In the general case, we have nothing to offer, much as we could not hope to go further with ordinary Nash games with no kind of “global” structure present (such as a congestion mechanism). However, the landscape changes dramatically if we focus our efforts on potential games; in that case, just as in the deterministic setting of the previous section, we are able to estimate (average) rates of convergence and even some global convergence results.

Our first result is an estimate of the time it takes a replicator path to get near a strict equilibrium. To put this in precise terms, we will measure distances in $\Delta$ with the $L^1$-norm: $\|z\|_1 = \sum_k \| z_{ka} \|$. In this norm, it is not too hard to see that $\Delta$ has a diameter of $2 \sum_k m_k$, so pick some positive $\delta < 2 \sum_k m_k$ and let $K_\delta = \{ x \in \Delta : \|x - q\|_1 \leq \delta \}$ be the corresponding compact $\delta$-neighborhood of $q$. Then, to see if $X(t)$ ever hits $K_\delta$, we will examine the hitting time $\tau_\delta$:

$$\tau_\delta \equiv \tau_{K_\delta} = \inf \{ t > 0 : X(t) \in K_\delta \} = \inf \{ t > 0 : \|X(t) - q\|_1 \leq \delta \}. \quad (5.51)$$

Thereby, our chief concern will be this: is the hitting time $\tau_\delta$ finite with high probability? And if it is, is its expected value also finite? If the players are
“patient enough” (i.e. their learning temperature is not too low), it turns out that this indeed the case:

**Theorem 5.10.** Let \( q = \sum_k m_k c_k,0 \) be a strict Wardrop equilibrium of a potential game \( \mathcal{G} \) whose potential function satisfies the growth condition (5.22); assume further that the players’ learning rates \( \lambda_k \) satisfy the equation:

\[
\lambda_k \sigma^2_{k,\text{max}} < \Delta u_k \quad \text{for all } k = 1, \ldots, N,
\]

where \( \sigma^2_{k,\text{max}} = \max_{a \in A_k} \{ \sigma^2_{ka} \} \) and \( \Delta u_k = \min_{\mu \neq 0} \{ u_{k,0}(q) - u_{k,\mu}(q) \} \). Then, for all \( \delta > 0 \) and for every initial condition \( X(0) = x \in \Delta \) with finite relative entropy \( H_q(x) < \infty \), the hitting time \( \tau_\delta \) will be finite (on average and almost surely):

\[
\mathbb{E}[\tau_\delta] \leq \frac{2H_q(x)}{a \delta}, \quad \text{where } a = \min_k \{ \Delta u_k - \lambda_k \sigma^2_{k,\text{max}} \}.
\]

Before proving this theorem, we will first need to pave the way with a preparatory calculation:

**Lemma 5.11.** Let \( \mathcal{L} \) be the infinitesimal generator of the replicator dynamics (5.47). Then, for any \( q \in \Delta \), we will have:

\[
\mathcal{L} H_q(x) = -L_q(x) - \frac{1}{2} \sum_k \frac{\lambda_k}{m_k} \sum_{\beta} \sigma^2_{k\beta}(x_k - q_k)^2 \\
+ \frac{1}{2} \sum_k \frac{\lambda_k}{m_k} \sum_{\beta} \sigma^2_{k\beta} (m_k - 2q_k)(x_k - q_k) \\
+ \frac{1}{2} \sum_k \frac{\lambda_k}{m_k} \sum_{\beta} \sigma^2_{k\beta} q_k (m_k - q_k),
\]

(5.54)

where \( L_q(x) = -\sum_{k,a} (x_{ka} - q_{ka}) u_{ka}(x) \) is the evolutionary index of (5.12).

*Proof.* The proof of this lemma is a straightforward exercise in stochastic calculus. Indeed, exactly as in the proof of Proposition 4.1, Itô’s formula gives:

\[
dH_q(X(t)) = -L_q(X(t))dt + \frac{1}{2} \sum_k \frac{\lambda_k}{m_k} \sum_{\beta} \sigma^2_{k\beta} X_k(t)(m_k - X_k(t))dt \\
- \sum_k \sigma_{k\beta} dW_{k\beta} - \frac{1}{m_k} \sum_{\gamma} \sigma_{k\gamma} X_k(t) dW_{k\gamma},
\]

(5.55)

the term in the brackets corresponding to \( \mathcal{L} H_q \). Then, by setting \( z = x - q \), we readily obtain:

\[
\mathcal{L} H_q(x) = -L_q(x) + \frac{1}{2} \sum_k \frac{\lambda_k}{m_k} \sum_{\beta} \sigma^2_{k\beta} (q_k + z_k)(m_k - q_k - z_k),
\]

(5.56)

and (5.54) follows by simply carrying out the algebra. \( \square \)

*Proof of Theorem 5.10.* As in the case of Lemma 5.4, any \( x_k \in \Delta_k \) may be written as \( x_k = q_k + \theta_k z_k \), where \( 0 \leq \theta_k \leq 1 \) and \( z_k \in T^\infty_{m_k} \Delta_k \) is of the form:

\[
z_{k,0} = -m_k \text{ and } z_{k,\mu} = m_k \xi_{k,\mu}, \mu \in A^*_k, \text{ with } \xi_{k,\mu} \geq 0 \text{ and } \sum_{\mu} \xi_{k,\mu} = 1,
\]

(5.57)

that is, \( z_k = -m_k \xi_{k,0} + m_k \xi_{k} \) for some \( \xi_{k} \in \Delta(A^*_k) \). Thus, by substituting in (5.54), we get the expression:

\[
\mathcal{L} H_q(x) = -L_q(x) - \frac{1}{2} \sum_k \lambda_k m_k \theta^2_k \left( \sigma^2_{k,0} + \sum_{\mu} \sigma^2_{k,\mu} z^2_{k,\mu} \right) \\
+ \frac{1}{2} \sum_k \lambda_k m_k \theta_k \left( \sigma^2_{k,0} + \sum_{\mu} \sigma^2_{k,\mu} z^2_{k,\mu} \right),
\]

(5.58)
which, if we use (5.23) and drop the quadratic term, becomes:

$$\mathcal{L}H_q(x) \leq -\sum_k m_k \Delta u_k \theta_k + \sum_k \lambda_k m_k \sigma_{k,\max}^2 \theta_k$$  \hspace{1cm} (5.59)

since, clearly, $\sigma_{k,\max}^2 = \max_{a \in A_k} \{\sigma_{ka}^2\} \geq \frac{1}{2} \left( \sigma_{k,0}^2 + \sum_{\mu} \sigma_{k\mu}^2 \xi_{k\mu} \right)$ for every direction vector $\xi \in \Delta(A_k^0)$.

Assume now that $\Delta u_k > \lambda_k \sigma_{k,\max}^2$ for all $k = 1, \ldots, N$, and let $K_\delta = \{x \in \Delta : \|x - q\|_1 \leq \delta\}$ be a compact $L^1$ neighborhood of $q$ in $\Delta$. We will then have $x \in K_\delta$ if and only if $2 \sum_k m_k \theta_k \leq \delta$ and, hence, for all $x \notin K_\delta$:

$$\mathcal{L}H_q(x) \leq -\sum_k m_k \left( \Delta u_k - \lambda_k \sigma_{k,\max}^2 \right) \theta_k \leq -a \sum_k m_k \theta_k \leq -\frac{1}{2} a \delta,$$  \hspace{1cm} (5.60)

where $a = \min_k \{\Delta u_k - \lambda_k \sigma_{k,\max}^2\}$. Therefore, by a simple (but very useful!) estimate of Durrett (1996, Theorem 5.3 in page 268), we finally get:

$$\mathbb{E}_\xi[\tau_\delta] \leq \frac{2H_q(x)}{a \delta} \quad \square$$

In essence, Theorem 5.10 tells us that if the players’ learning rates are slow enough, then every solution trajectory $X(t)$ will come arbitrarily close to the game’s (necessarily unique) strict equilibrium in finite time. Thus, since Theorem 5.9 ensures that $q$ attracts all nearby trajectories with arbitrarily high probability, applying these two theorems in tandem yields:

**Corollary 5.12.** Let $\mathcal{G}$ be a potential game $\mathcal{G}$ whose potential function satisfies the growth condition (5.22), and assume that the players’ learning rates satisfy (5.52). Then, every solution path of the replicator dynamics (5.47) which starts at finite $K-L$ distance from a strict equilibrium $q$ will converge to it almost surely.

**Remark 1 (Tightness).** We should state here that the estimate (5.53) for the hitting time $\tau_\delta$ is not very tight: the quadratic term of (5.54) has the same sign as the evolutionary index $L_q(x)$, and we could also take a direction dependent bound in (5.58) instead of the “uniform” bound $\sigma_{k,\max}^2$ – of course, if the distribution of the noise coefficients across $A_k$ is uniform, this last point is moot. This would lead to a sharper bound for $\mathbb{E}_\xi(\tau_\delta)$, but the extra complication is not really worth the effort.\(^{9}\)

**Remark 2 (Temperance and Temperature).** The “slow-learning” condition (5.52) shows that the replicator dynamics reward patience: players who take their time in learning the game manage to weed out the noise and eventually converge to equilibrium. This begs to be compared with the (inverse) temperature analogy for the learning rates: if the “learning temperatures” $T_k = 1/\lambda_k$ are too low, the players’ learning schemes become very rigid and this intemperance amplifies any random variations in the experienced delays. On the other hand, when the temperature rises above the critical threshold $T_c = \sigma_{k,\max}^2/\Delta u_k$, the stochastic fluctuations are toned down and the deterministic drift draws users to equilibrium.

In any event, since strict equilibria do not always exist, we should return to the generic case of interior equilibria $q \in \text{Int}(\Delta)$. We have already seen that these equilibria are not very well-behaved in stochastic environments: they are not stationary and (5.54) shows that $\mathcal{L}H_q$ is actually positive in their vicinity. Despite all that, if players learn at sufficiently high temperatures, we have:

---

\(^{9}\) On the other hand, it would be pretty important if we could drop condition (5.52) altogether, but, unfortunately, it has resisted all our attempts to do so.
**Theorem 5.13.** Let \( q \in \text{Int}(\Delta) \) be an interior equilibrium of a (strictly) convex potential game \( \mathcal{G} \), and assume that the players’ learning rates satisfy the condition:

\[
D_k^2 > d_k^2(p_k) \equiv \lambda_k m_k r^{-1} \sigma_{k,\text{max}}^2 \left( 1 - \frac{1}{d_k} \right),
\]

(5.61)

where \( D_k = \text{dist}(q_k, \text{bd}(\Delta_k)) \), \( A_k = |A_k| \), \( \sigma_{k,\text{max}} = \max_{x \in A_k} \sigma_{k}^2 \), and \( r > 0 \) is the minimum eigenvalue of the Hessian of the game’s potential over \( \Delta \).

Then, for any interior initial condition \( X(0) = x \in \text{Int}(\Delta) \), the trajectories \( X(t) \) are recurrent (a.s.) and their time averages are concentrated in a neighborhood of \( q \). More precisely, if \( \delta_k > d_k(p_k) \) and \( \tau_k = \inf\{ t > 0 : \|X(t) - q\| \leq \delta_k \text{ for all } k \} \), we will have:

a) \[ E_x[\tau_k] \leq \frac{2H_q(x)}{r(\delta_k^2 - d_k^2)} \] (5.62a)

b) \[ E_x \left[ \frac{1}{t} \int_0^t \|X(s) - q\|^2 \, ds \right] \leq d_k^2 + \frac{2H_q(x)}{rt}, \] (5.62b)

where \( \delta^2 = \sum_k \delta_k^2 \) and \( d_k^2 \equiv \sum_k d_k^2(p_k) \).

Moreover, the transition probabilities of \( X(t) \) converge in total variation to an invariant probability measure \( \pi \) on \( \Delta \) which concentrates mass around \( q \); in particular, if \( B_\delta = \{ x \in \Delta : \|x - q\| \leq \delta \} \) is a \( \delta \)-ball centered at \( q \) and contained in \( \Delta \), then:

\[ \pi(B_\delta) \geq 1 - \frac{d_k^2}{\delta^2}. \] (5.63)

**Proof.** By Definition 3.12, recurrence here means that for every \( y \in \text{Int}(\Delta) \) and every neighbourhood \( U_y \) of \( y \), the diffusion \( X(t) \) has the property:

\[ P_x(X(t_k) \in U_y) = 1, \] (5.64)

for some sequence of (random) times \( t_k \) that increases to infinity. Hence, using the recurrence criteria of Bhattacharya (1978), we will prove our claim by showing that \( X(t) \) hits a compact neighbourhood of \( q \) in finite time, and that the generator of a suitably transformed stochastic process is elliptic.\(^\text{10}\)

To prove the first part of this claim, recall that Lemma 5.11 gives:

\[ \mathcal{L}H_q(x) = -L_q(x) + \frac{1}{2} \sum_k \lambda_k \sum_{\beta} \sigma_{k,\beta}^2 x_k(\beta)(m_k - x_k). \] (5.65)

As in the proof of Theorem 5.6, the first term of (5.65) will be bounded from above by \( -\frac{1}{2}r^2\|x - q\|^2 \) where \( r > 0 \) is the minimum eigenvalue of the Hessian of the game’s potential. Then, to bound the second term, a simple constrained optimization argument gives (recall that \( \sum_k x_k = m_k \)):

\[
\sum_k \sigma_{k,\beta}^2 x_k(\beta)(m_k - x_k) \leq \sigma_{k,\text{max}}^2 \sum_{\beta} x_k(\beta)(m_k - x_k) \leq \sigma_{k,\text{max}}^2 m_k^2 \left( 1 - \frac{1}{d_k} \right), \] (5.66)

where \( \sigma_{k,\text{max}} = \max_{\beta \in A_k} \sigma_{k,\beta}^2 \) and \( A_k = |A_k| \) is the number of choices at the disposal of population \( k \). We thus obtain:

\[
\mathcal{L}H_q(x) \leq -\frac{1}{2}r\|x - q\|^2 + \frac{1}{2} \sum_k \lambda_k m_k \sigma_{k,\text{max}}^2 \left( 1 - \frac{1}{d_k} \right) = -\frac{1}{2}r \sum_k \left( \|x_k - q_k\|^2 - d_k^2(p_k) \right), \] (5.67)

\(^\text{10}\) This approach was pioneered by Imhof (2005), so, to allow for easy comparison, we have tried to keep the formulation of our theorem as close as possible to Imhof’s original results.
where $d^2_5(\lambda_k) \equiv \lambda_k m_0 r^{-2} \sigma^2_{\max} \left(1 - \frac{1}{\lambda_k}\right)$.

So, pick $\delta_k > 0$ with $d_k(\lambda_k) < \delta_k < D_2$, and let $K_\delta = \{ x \in \Delta : \|x_k - q_k\| \leq \delta_k, k = 1, \ldots, N \}$ be a product of balls that is wholly contained in $\Delta$ - recall that $d_k(\lambda_k) < \text{dist}(q_k, bd(\Delta)) = D_2$ by (5.76). Then, for $x \notin K_\delta$, (5.67) becomes:

$$LH(x) \leq -\frac{1}{2} r \sum_k (\delta_k^2 - d_k^2(\lambda_k)) = -\frac{1}{2} r \left(\delta^2 - \delta_1^2\right) < 0, \quad (5.68)$$

and the bound (5.62a) follows from Theorem 5.3 in (Durrett, 1996, p. 268).

Furthermore, Dynkin’s formula (see e.g. Øksendal, 2007, Theorem 7.4.1) applied to (5.67) gives:

$$E_x \left[H_q(X(t))\right] = H_q(x) + E_x \left[\int_0^t LH_q(X(s)) \, ds\right] \quad (5.69)$$

$$\leq H_q(x) - \frac{1}{2} r E_x \left[\int_0^t \|X(s) - q\|^2 \, ds\right] + \frac{1}{2} r d_k^2 t, \quad (5.70)$$

and, with $E_x[H_q(X(t))] \geq 0$, we easily get the estimate (5.62b):

$$E_x \left[\frac{1}{t} \int_0^t \|X(s) - q\|^2 \, ds\right] \leq d_k^2 + \frac{2H_q(x)}{rt}. \quad (5.62b)$$

Having established these crucial bounds, the rest of the proof essentially works just as in Imhof (2005). With this in mind, consider the transformed process $Y(t) = \Psi(X(t))$ given by $\Psi_{i\mu}(x) = \log x_{i\mu} / x_{i,0}$, $\mu \in A_i^* \equiv A_i \setminus \{a_i, 0\}$. Since $\frac{\partial \Psi_{i\mu}}{\partial x_{i\mu}} = 1 / x_{i\mu}$ and $\frac{\partial \Psi_{i\mu}}{\partial x_{i,0}} = -1 / x_{i,0}$, Itô’s formula readily yields:

$$dY_{i\mu} = L\Psi_{i\mu}(X(t)) \, dt + \sigma_{i\mu} \, dW_{i\mu} - \sigma_{i,0} \, dW_{i,0}. \quad (5.71)$$

and the form of the martingale part of this process shows that the infinitesimal generator of $Y$ is elliptic. Additionally, (5.62a) shows that $Y(t)$ will hit a compact neighborhood of the origin in finite time, and, hence, by the criteria of Bhattacharya (1978, Lemma 3.4), it follows that $Y(t)$ is recurrent. However, given that $\Psi$ is invertible in $\ln(D)$, the same will also hold for $X(t)$ as well, thus showing that the transition probabilities of the diffusion $X(t)$ will converge in total variation to an invariant probability measure $\pi$ on $\Delta$.

We are thus left to establish the bound $\pi(B_\delta) \geq 1 - d_k^2 / \delta^2$. To that end, we will use the ergodic property of $X(t)$, namely that:

$$\pi(B_\delta) = \lim_{t \to \infty} E_x \left[\frac{1}{t} \int_0^t \chi_{B_\delta}(X(s)) \, ds\right], \quad (5.72)$$

where $\chi_{B_\delta}$ denotes the indicator function of $B_\delta$. Indeed, since $\|x - q\| \geq \delta$ outside $B_\delta$, it easily follows that:

$$E_x \left[\frac{1}{t} \int_0^t \chi_{B_\delta}(X(s)) \, ds\right] \geq E_x \left[\frac{1}{t} \int_0^t \left(1 - \|X(s) - q\|^2 / \delta^2\right) \, ds\right], \quad (5.73)$$

so the estimate (5.63) follows by letting $t \to \infty$ in (5.62b).

We conclude this section with a few remarks:

**Remark 1 (Learning vs. Noise).** The nature of our bounds reveals a most interesting feature of the replicator equation (5.47). On the one hand, as $\lambda_k \to 0$, we also get $d_k(\lambda_k) \to 0$, and the invariant measure $\pi$ converges vaguely to a point
mass at \( q \). Hence, if the learning rates \( \lambda_k \) are slow enough (or, equivalently, if the noise level \( \sigma \) is low enough), we recover the convergence part of Theorem 5.6 (as we should!). On the other hand, there is a clear downside to using very slow learning rates (i.e. very high learning temperatures): our bound for the expected time to hit a neighbourhood of an equilibrium increases with \( \lambda_k \) and actually diverges when they approach the critical value determined by the “slow-learning” condition (5.76):

\[
\lambda_k^* = \frac{rD_k^2}{m_k\sigma_{k,\text{max}}^2} \left( 1 - \frac{1}{A_k} \right)^{-1}
\]  

(5.74)

As a result, choosing learning rates is a delicate process and users will have to balance the rate versus the desired sharpness of their convergence.

**Remark 2 (Sharpness).** As in the case of Theorem 5.10, the “slow-learning” condition (5.76) is not particularly sharp and can be tightened in a number of ways. For example, the bound (5.66) can be improved by noting that the maximum of the expression \( \sum_k \sigma_{k,\beta}^2 x_k (m_k - x_k\beta) \) over \( \Delta_k \equiv m_k \Delta(A_k) \) is actually:

\[
\frac{1}{4} A_k m_k^2 \left[ \sigma_{k,a}^2 - \left( 1 - \frac{1}{A_k^2} \right)^2 \sigma_{k,h}^2 \right] \leq m_k^2 \sigma_{k,\text{max}}^2 \left( 1 - \frac{1}{A_k} \right),
\]  

(5.75)

where \( \sigma_{k,a}^2 \) and \( \sigma_{k,h}^2 \) are the arithmetic and harmonic means of the noise coefficients \( \sigma_{k,\beta}^2 \) respectively.

Similar improvements can be made in many other parts of the proof of Theorem 5.13, but as the reader might suspect, most of them are not really worth the trouble. Nevertheless, one notable exception occurs if we observe that it suffices for (5.65) to be positive when \( x \in \text{bd}(\Delta) \). In that case, the same constrained maximization arguments (which now take place over the various faces of \( \Delta \)) lead to the alternative “slow-learning” condition:

\[
D_k^2 > \lambda_k m_k r^{-1} \sigma_{k,\text{max}}^2 \left( 1 - \frac{1}{A_k} \right). 
\]  

(5.76)

On the face of it, this condition is similar in appearance to (5.61), but there is a huge difference when \( A_k = 2 \) (in which case the \( k \)-th summand in the RHS of (5.76) vanishes):

**Proposition 5.14.** If the members of the \( k \)-th population only have two choices at their disposal, then, assuming (5.76) holds for all populations with more than two choices, the trajectories \( X(t) \) will be recurrent for any choice of \( \lambda_k > 0 \).

In particular, if the game is dyadic, the solution paths of the replicator dynamics will be recurrent for all \( \lambda_k > 0 \).

By following the same line of reasoning as in the proof of Theorem 5.13, we can also obtain sharper bounds for the time averages in dyadic games of this sort (cf. the results in Section 4.4). However, since the end expressions are quite complicated, we prefer to leave things as they stand – at least until the next chapter, where we will explore a similar direction.
Part III

APPLICATIONS TO NETWORKS
The underlying problem of managing the flow of traffic in a large-scale network is as simple to state as it is challenging to resolve: given the rates of traffic generated by the users of the network, one is asked to identify and realize the most “satisfactory” distribution of traffic among the network’s routes.

Of course, given that this notion of “satisfaction” depends on the users’ optimization criteria, it would serve well to keep a concrete example in mind. Perhaps the most illustrative one is that of the Internet itself, where the primary concern of its users is to minimize the travel times of their data flows. However, since the time needed to traverse a link in the network increases (nonlinearly even) as the link becomes more congested, the users’ concurrent minimization efforts invariably lead to game-like interactions whose complexity precludes even the most rudimentary attempts at coordination. In this way, a traffic distribution will be considered “satisfactory” by a user when there is no unilateral move that he could make in order to further decrease the delays (or latencies) that he experiences.

As we have noted earlier (Chapter 2), this Nash-type condition is aptly captured by Wardrop’s principle (Wardrop, 1952): given the level of congestion caused by other users, every user will seek to employ the minimum-latency path available to him. In fact, this principle was first stated as a “traffic equilibrium” condition (J. G. Wardrop himself was a transportation engineer) and, as might be expected, it has attracted a great deal of interest in the networks community.

One of the earliest (and most important) results regarding these Wardrop equilibria was the discovery that they can be calculated by solving a convex optimization problem (Beckmann et al., 1956; Dafermos and Sparrow, 1969). Among others, this characterization enabled Roughgarden and Tardos (2002, 2004) to quantify the efficiency of these equilibrial states by estimating their “price of anarchy”, i.e. the ratio between the aggregate delay of a flow at Wardrop equilibrium and the minimum achievable (aggregate) latency (Koutsoupias and Papadimitriou, 1999; Papadimitriou, 2001). Still, the size of large-scale networks makes computing these equilibria a task of considerable difficulty, clearly beyond the users’ individual deductive capabilities. Moreover, a user has no incentive to actually play out his component of an equilibrial traffic allocation unless he is convinced that his opponents will also employ theirs (an argument which gains additional momentum if there are multiple equilibria). It is thus more reasonable to take a less centralized approach and instead ask: is there a simple learning procedure which leads users to Wardrop equilibrium?

Even though the static properties of Wardrop equilibria have been studied quite extensively, this question has been left relatively unexplored. In fact, it was only recently that the work of Sandholm (2001) showed that a good
candidate for such a learning scheme would be the replicator dynamics of evolutionary game theory. In our congestion setting, the populations modeled by these dynamics correspond to the users’ traffic flows, so the convex optimization formulation of Beckmann, McGuire, and Winsten allows us to recast our problem in terms of a (nonatomic) potential game, like the ones studied in the previous chapter. Indeed, Wardrop equilibria can be located by looking at the minimum of the Rosenthal potential (Rosenthal, 1973) and, hence, Sandholm’s analysis shows that they are Lyapunov stable rest points of the replicator dynamics. This fact was also recognized independently by Fischer and Vöcking (2004) who additionally showed that the (interior) solution orbits of the replicator dynamics converge to the set of Wardrop equilibria.¹

Rather surprisingly, when there is not a unique equilibrium, the structure of the Wardrop set itself seems to have been overlooked in the above considerations. Specifically, it has been widely assumed that, if the network’s delay functions are strictly increasing, then there exists a unique Wardrop equilibrium (for instance, see Sandholm, 2001, Corollary 5.6). As a matter of fact, this uniqueness property is only true in irreducible networks, i.e. those networks whose paths are “independent” of one another (in a sense made precise by Definition 6.1). In general, the Wardrop set of a network is a convex polytope whose dimension is determined by the network’s redundancy, a notion which quantifies precisely this “linear dependence”. Nonetheless, despite this added structure, we show that the expectations of Fischer and Vöcking are vindicated in that the long-term behavior of the replicator dynamics remains disarmingly simple: (almost) every replicator orbit converges to a Wardrop flow and not merely to the set of such flows (Theorem 6.12).

Having said that, the imitation procedure inherent in the replicator dynamics implicitly presumes itself that users have perfectly accurate information at their disposal. Unfortunately however, this assumption is not very realistic in networks which exhibit wild delay fluctuations as the result of interference by random exogenous factors (commonly gathered under the collective moniker “nature”). In population biology, these disturbances are usually modelled by introducing “aggregate shocks” to the replicator dynamics (Fudenberg and Harris, 1992) and, as one would expect, these shocks complicate the situation considerably. For instance, to reiterate what we have already seen, if the variance of the shocks is mild enough compared to the payoffs of the game, Cabrales (2000) proved that dominated strategies become extinct in (multi-population) random matching games. This restriction is also featured in the work of Imhof (2005) who showed that even equilibrial play arises over time but, again, conditionally on the noise processes not being too loud (see also Benaïm et al., 2008; Hofbauer and Imhof, 2009). On the other hand, the “exponential learning” approach that we put forth in Chapters 4 and 5 (where the replicator dynamics are not perturbed as an evolutionary birth-death process, but, instead, as a learning one), shows that similar rationality properties continue to hold no matter how loud the noise becomes (see also Mertikopoulos and Moustakas, 2009, 2010b).

All the same, with the exception of our work in the previous chapter, these approaches have chiefly focused on Nash-type games where payoffs are multilinear functions over a product of simplices; for example, payoffs in single-population random matching games are determined by the bilinear form which is associated to the matrix of the game. This linear structure

---

¹ Actually, the authors suggest that these orbits converge to a point, but their analysis only holds when there is a unique equilibrium.
simplifies things considerably but, unfortunately, congestion models rarely adhere to it; additionally, the notions of Nash and Wardrop equilibrium are at variance in many occasions, a disparity which also calls for a different approach; and, finally, the way that stochastic fluctuations propagate to the users’ choices in a network leads to a new stochastic version of the replicator dynamics where the noise processes are no longer independent across users (different paths might share a common subset of links over which disturbances are strongly correlated). On that account, the effect of stochastic fluctuations in congestion models cannot be understood by simply translating previous work on the stochastic replicator dynamics.

Outline In this chapter, we study the distribution of traffic in networks whose links are subject to constant stochastic perturbations that randomly affect the delays experienced by individual traffic elements. This model is presented in detail in Section 6.1, where we also adapt our game-theoretic machinery to our network needs: specifically, we introduce the notion of a network’s redundancy in Section 6.1.1 and we examine its connection to Wardrop equilibria in Section 6.1.2. We then derive the rationality properties of the deterministic replicator dynamics in Section 6.2, where we show that (almost) every solution trajectory converges to a Wardrop equilibrium (the content of Theorem 6.12).

Section 6.3 is devoted to the stochastic considerations which constitute the core of this chapter. Our first result is that strict Wardrop equilibria remain stochastically asymptotically stable irrespective of the fluctuations’ magnitude (Theorem 6.14); in fact, if the users are “patient enough”, we are able to estimate the average time it takes them to hit a neighborhood of the equilibrium in question (Theorem 6.15). In conjunction with stochastic stability, this allows us to conclude that when a strict equilibrium exists, users converge to it almost surely (Corollary 6.16). On the other hand, given that such equilibria do not always exist, we also prove that the replicator dynamics in irreducible networks are recurrent (again under the assumption that the users are patient enough), and we use this fact to show that the long-term average of their traffic distributions concentrates mass in the neighborhood of an interior Wardrop equilibrium (Theorem 6.17).

Remark. Before proceeding any further, we should note that this chapter is, in many ways, an application of the techniques of Chapter 5. Indeed, the similarities between the congestion models that we consider here and the potential games of the previous chapter are many: after all, every congestion game does admit a potential function (the Rosenthal potential).

There are two main differences which merit the length of an entire chapter to be expounded upon. The first is that the Rosenthal potential of a congestion model does not always adhere to the (strict version of the) growth conditions that we introduced in the previous chapter (superlinearity or strict convexity), and, as a result, our methods require some (slight) tweaking. More importantly however, the very nature of the underlying network problem leads to a new version of the replicator dynamics which is different both from the aggregate shocks approach of Fudenberg and Harris (1992) and also from the “exponential learning” version of Chapters 4 and 5. Accordingly, the effect of any stochastic perturbations will be equally dissimilar in this network setting (different paths might exhibit correlated fluctuations), a fact which is mirrored in the rationality properties of the replicator dynamics.
6.1 Networks and Congestion Models

Stated somewhat informally, our chief interest lies in networks whose nodes produce traffic that seeks to reach its destination as quickly as possible. However, since the time taken to traverse a path in a network increases as the network becomes congested, it is hardly an easy task to pick the “path of least resistance” – especially given that users compete against each other in their endeavors. As a result, the game-theoretic setup of Chapter 2 turns out to be remarkably appropriate for the analysis of these traffic flows.

6.1.1 Networks and Flows

Following Roughgarden and Tardos (2002, 2004), let $G = (V, E)$ be a (finite) directed graph with node set $V$ and edge set $E$, and let $\sigma = (v, w)$ be an origin-destination pair in $G$ (that is, an ordered pair of nodes $v, w \in V$ that can be joined by a path in $G$). Suppose further that the origin $v$ of $\sigma$ outputs traffic towards the destination node $w$ at some rate $\rho > 0$; then, the pair $\sigma$ together with the rate $\rho$ will be referred to as a user of $G$. In this way, a network $\mathcal{Q} = \Omega(N, A)$ in $G$ will consist of a set of users $N$ (indexed by $i = 1, \ldots, N$), together with an associated collection $A = \prod_i A_i$ of sets of paths (or routes) $A_i = \{e_{ij}, a_{ij}, \ldots\}$ joining $v_i$ to $w_i$ (where $e_{ij} = (v_j, w_j)$ is the origin-destination pair of user $i \in N$).

Before we proceed, some remarks of a mostly book-keeping nature are in order. First off, since we will only be interested in users with at least a modicum of choice on how to route their traffic, we will take $|A_i| \geq 2$ for all $i \in N$. Secondly, we will be assuming that the origin-destination pairs of distinct users are themselves distinct. Fortunately, neither assumption is crucial: if there is only one route available to user $i$, the traffic rate $\rho_i$ can be considered as a constant load on the route; and if two users $i, j \in N$ with rates $\rho_i, \rho_j$ share the same origin-destination pair, we will replace them by a single user with rate $\rho_i + \rho_j$ (see also Section 6.1.2). This means that the sets $A_i$ can be assumed disjoint and, as a pleasant byproduct, the path index $\alpha \in A_i$ fully characterizes the user $i$ to whom it belongs – recall also our notational conventions in Chapter 1.

So, if $x_{ia} = x_{i\alpha}$ denotes the amount of traffic that user $i$ routes via the path $\alpha \in A_i$, the corresponding traffic flow of user $i$ may be represented by the point $x_i = \sum_{\alpha} x_{ia} e_{i\alpha}$, where $\{e_{i\alpha}\}$ is the standard basis of the free vector space $V_i \equiv \mathbb{R}^{A_i}$. However, for such a flow to be admissible, we must also have $x_{ia} \geq 0$ and $\sum_{\alpha} x_{ia} = \rho_i$; hence, the set of admissible flows for user $i$ will be the simplex $\Delta_i \equiv \rho_i, \Delta(A_i) = \{x_i \in V_i : x_{ia} \geq 0 \text{ and } \sum_{\alpha} x_{ia} = \rho_i\}$. Then, by collecting all these individuals flows in a single profile, a flow in the network $\mathcal{Q}$ will simply be a point $x = \sum_i x_i \in \Delta \equiv \prod_i \Delta_i$.

An alternative (and very useful) description of a flow $x \in \Delta$ can be obtained by looking at the traffic load that the flow induces on the edges of the network, i.e. at the amount of traffic $y_r$ that circulates in each edge $r \in E$ of $G$. In particular, let us set:

$$y_r = \sum_i y_{ir} = \sum_i \sum_{\alpha : \gamma \ni r} x_{ia}$$

(6.1)

where $y_{ir} = \sum_{\alpha : \gamma \ni r} x_{ia}$ denotes the load that is induced on $r \in E$ by the individual flow $x_i \in \Delta$. Then, a very important question that arises is whether these two descriptions are equivalent; put differently, can one recover the flow distribution $x \in \Delta$ from the loads $y_r$ on the edges of the network?
To answer this question, let \( \{ e_r \} \) be the standard basis of the space \( W \equiv \mathbb{R}^E \) which is spanned by the edges \( E \) of \( G \), and consider the indicator map \( P^i : V_1 \rightarrow W \) which sends a path \( a \in A_1 \) to the sum of its constituent edges: 
\[
P^i(e_{ia}) = \sum_{r \in a} e_r.
\]
Obviously, if we set \( P^i(e_{ia}) = \sum P^i_{ra} e_r \), we see that the entries of the matrix \( P^i \) will be:
\[
P^i_{ra} = \begin{cases} 
1, & \text{if } r \in a, \\
0, & \text{otherwise.}
\end{cases} \tag{6.2}
\]

We can then aggregate this construction over all \( i \in \mathbb{N} \) by considering the product space \( V \equiv \mathbb{R}^A \cong \prod_i V_i \) and the corresponding indicator matrix \( P = P^1 \oplus \cdots \oplus P^N \) whose entries take the value \( P^i_{ra} = 1 \) if the path \( a \in A \) employs the edge \( r \) and vanish otherwise. By doing just that, (6.1) takes the simpler form \( y_r = \sum_p P^i_{ra} x_a \) or, even more succinctly, \( y = P(x) \) — and, therefore, the question of whether a flow can be recovered from a load profile can be answered in the positive if the indicator map \( P : V \rightarrow W \) is injective.\(^3\)

This, however, is not the end of the matter because the individual flows \( x_i \in \Delta_i \) are actually restricted to live in the affine subspaces \( p_i + Z_i \) where \( p_i = \rho_i A_i^{-1} \sum e_{ia} \) is the barycentre of \( \Delta_i \) and \( Z_i \equiv T_{p_i} \Delta_i = \{ z_i \in V_i : \sum z_{ia} = 0 \} \) is the tangent space to \( \Delta_i \) at \( p_i \).\(^4\) As a result, what is actually of essence here is the action of \( P \) on the subspaces \( Z_i \leq V_i \), i.e. the restriction \( Q \equiv P|_Z : Z \rightarrow W \) of \( P \) on the subspace \( Z \equiv \prod_i Z_i \). In this way, any two flows \( x, x' \in \Delta \) will have \( z = x' - x \in Z \), and the respective loads \( y, y' \in W \) will satisfy:
\[
y' - y = P(x') - P(x) = P(z) = Q(z),
\]
so that \( y' = y \) iff \( x' - x \in \ker Q \). Under this light, it becomes clear that a flow \( x \in \Delta \) can be recovered from the corresponding load profile \( y \in W \) if and only if \( Q \) is injective. For this reason, the map \( Q : Z \rightarrow W \) will be called the redundancy matrix of the network \( \Omega \), giving rise to:

**Definition 6.1.** Let \( \Omega \) be a network in a graph \( G \) and let \( Q \) be the redundancy matrix of \( \Omega \). The redundancy \( \text{red}(\Omega) \) of \( \Omega \) is defined to be:
\[
\text{red}(\Omega) \equiv \dim(\ker Q). \tag{6.4}
\]
If \( \text{red}(\Omega) = 0 \), the network \( \Omega \) will be called irreducible; otherwise, \( \Omega \) will be called reducible.

The rationale behind this terminology should be clear enough: when a network \( \Omega \) is reducible, some of its routes are “linearly dependent” and the respective directions in \( \ker Q \) will be “redundant” (in the sense that they are not reflected on the edge loads). By comparison, the degrees of freedom of irreducible networks are all “active” and any statement concerning the network’s edges may be translated to one concerning its routes.

This dichotomy between reducible and irreducible networks will be quite significant for our purposes, so it is worth dwelling on Definition 6.1 for a bit longer; specifically, it will be important to have a simple recipe with which to compute the redundancy matrix \( Q \) of a network \( \Omega \). To that end, let \( Q^i \equiv P^i|_Z \) be the restriction of \( P^i \) on \( Z_i \) and, as before, let \( \{ e_{ia}, e_{i,i+1}, \ldots \} \) be the standard
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\(^2\) The relation \( r \in a \) means that the edge \( r \) is contained in the path \( a \), viewed as a subset of \( E \).

\(^3\) For obvious reasons, this map is sometimes called the arc-path incidence matrix of the network (for instance, see Braess et al., 2005).

\(^4\) As before, it is also worth keeping in mind that if we set \( A^*_i = A_i \setminus \{ a_{i0} \} \), then \( Z_i \cong \mathbb{R}^{A^*_i} \).
The routing problem

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1
\end{pmatrix}
\]

No linearly dependent paths.

(a) An irreducible network: \( \text{red}(\Omega) = 0 \).

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0
\end{pmatrix}
\]

\[\alpha_{1,0} + \alpha_{2,1} + \alpha_{3,1} = \alpha_{1,1} + \alpha_{2,0} + \alpha_{3,0}\]

(b) A reducible network: \( \text{red}(\Omega) = 1 \).

Figure 6.1: The addition of a user may increase the redundancy of a network.

The above suggests that if there are too many users in a network, then it is highly unlikely that the network will be irreducible. Indeed, we have:

**Proposition 6.2.** Let \( \Omega(\mathcal{N}, \mathcal{A}) \) be a network in the graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) and let \( \mathcal{E}' \subseteq \mathcal{E} \) be the set of edges that are present in \( \Omega \). Then:

\[\text{red}(\Omega) \geq |\mathcal{N}| - |\mathcal{E}'|\]  \hspace{1cm} (6.6)

Hence, a network will always be reducible if the number of users exceeds the number of available links.

**Proof.** From the definition of \( Q: Z \to W \) we can easily see that \( \text{im} Q \) is contained in the subspace of \( W \) that is spanned by \( \mathcal{E}' \); furthermore, since every user has \( |A_i| \geq 2 \) routes to choose from, it follows that \( \dim Z = \sum_i (|A_i| - 1) \geq |\mathcal{N}|. \) Therefore: \( \text{red}(\Omega) = \dim(\ker Q) = \dim Z - \dim(\text{im} Q) \geq |\mathcal{N}| - |\mathcal{E}'|. \) \hfill \( \square \)

6.1.2 Congestion Models and Equilibrium

The time spent by a traffic element on an edge \( r \in \mathcal{E} \) of the graph \( \mathcal{G} \) will be a function \( \phi_r(y_r) \) of the traffic load \( y_r \) on the edge in question – for example, if the edge represents an M/M/1 queue with capacity \( \mu_r \), then \( \phi_r(y_r) = 1/(\mu_r - y_r) \). In tune with tradition, we will assume that these latency (or delay) functions
are strictly increasing, and also, to keep things simple, that they are at least $C^1$ with $\phi'_i > 0$.

On that account, the time needed to traverse an entire route $a \in A_i$ will be:

$$\omega_{ia}(x) = \sum_{r \in a} \phi_r(y_r) = \sum_{r} P_{ia} \phi_r(y_r),$$

where, as before, $y_r = \sum_{b} P_{rb} x_b$. In summary, we then have:

**Definition 6.3.** A congestion model $C \equiv C(\Omega, \phi)$ in a graph $G(V, E)$ is a network $\Omega(N, A)$ of $G$, equipped with a family of increasing latency functions $\phi_r, r \in E$.

The similarities between this definition and that of a game in normal form should be evident: all that is needed to turn Definition 6.3 into a $N$-person game is to specify its payoff functions. One way to go about this would be to consider the user averages:

$$\omega_i(x) = \frac{1}{p_i} \sum_{a \in A_i} x_{ia} \omega_{ia}(x) = \frac{1}{p_i} \sum_r y_r \phi_r(y_r),$$

where the last equality follows from (6.7) and the definition of $y_r = \sum_{a} x_{ia}$. Thus, in keeping with the equilibrium condition (2.20), a flow $q$ will be at Nash equilibrium in the game $G_1 \equiv G_1(N, A, -\omega)$ when:

$$\omega_i(q) \leq \omega_i(q\cdot; q'_i)$$

for every user $i \in N$ and all flows $q'_i \in A_i$. (NE1)

For many classes of latency functions $\phi_r$ (e.g. the expected delays in $M/M/1$ queues), the average delays $\omega_i$ turn out to be convex and the existence of an equilibrium is assured by the results of Rosen (1965). However, not only is this not always the case but, more importantly, the user averages (6.8) do not necessarily reflect the users’ actual optimization objectives either.

Indeed, another equally justified choice of payoffs would be to take the worst delay that users experience:

$$\tilde{\omega}_i(x) = \max_{x_{ia} \geq 0} \{ \omega_{ia}(x) \},$$

i.e. the time at which a user’s last traffic packet reaches its destination. In that case, a flow $q$ will be at equilibrium for the game $G_2 \equiv G_2(N, A, -\tilde{\omega}_i)$ when:

$$\tilde{\omega}_i(q) \leq \tilde{\omega}_i(q\cdot; q'_i)$$

for every user $i \in N$ and all flows $q'_i \in A_i$. (NE2)

Unfortunately, the payoff functions $\tilde{\omega}_i$ may be discontinuous along intersections of faces of $A_i$ because the support supp($x_i$) = $\{ a \in A_i : x_{ia} > 0 \}$ of $x_i$ changes there as well. Consequently, the existence of equilibrial flows cannot be inferred from the general theory in this instance either.

On the other hand, if we go back to our original motivation (the Internet), we see that our notion of a “user” more accurately portrays the network’s routers and not its “real-life” users (humans, applications, etc.). However, since routers are not selfish in themselves, conditions (NE1) and (NE2) do not necessarily point to the right direction either. Instead, the routers’ selfless task is to ensure that the nonatomic traffic elements circulating in the network (the actual selfish entities of the game) remain satisfied. It is thus more reasonable to go back to Wardrop’s principle (2.23) and define:

**Definition 6.4.** A flow $q \in \Delta$ will be at Wardrop equilibrium when

$$\omega_{ia}(q) \leq \omega_{ib}(q)$$

for all $i \in N$ and for all routes $a, b \in A_i$ with $q_{ia} > 0$, (6.10)
i.e. when every traffic element employs the fastest path available to it.

Condition (6.10) holds as an equality for all routes \( a, b \in A_i \) that are employed in a Wardrop profile \( q \). This gives \( \omega_i(q) = \omega_{ia}(q) \) for all \( a \in \text{supp}(q) \), and leads to the following alternative characterization of Wardrop flows:

\[
\omega_i(q) \leq \omega_{ij}(q) \quad \text{for all } i \in N \text{ and for all } j \in A_i; \tag{6.10'}
\]

Even more importantly, Wardrop equilibria can also be harvested from the (global) minimum of the Rosenthal potential (Rosenthal, 1973):

\[
\Phi(y) = \sum_r \phi_r(y_r) = \sum_r \int_0^{y_r} \phi_i(w) \, dw. \tag{6.11}
\]

As we noted back in Section 2.1.4, the reason for calling this function a potential is twofold: firstly, it is the nonatomic generalization of the potential function introduced by Monderer and Shapley (1996) to describe finite congestion games; secondly, the payoff functions \( \omega_{ia} \) can be obtained from \( \Phi \) by a simple differentiation.

To be sure, if we set \( F(x) = \Phi(y) \) where \( y = P(x) \), we readily obtain:

\[
\frac{\partial F}{\partial x_i} = \sum_r \frac{\partial \Phi}{\partial y_r} \frac{\partial y_r}{\partial x_i} = \sum_r \phi_r(y_r)\rho_{ia} = \sum_{r \in a} \phi_r(y_r) = \omega_{ia}(x), \tag{6.12}
\]

which is exactly the definition of a potential function in the sense of (2.10) – note also that Sandholm’s “externality symmetry” condition (2.9) can be verified independently:

\[
\frac{\partial \omega_{ia}}{\partial x_j} = \sum_r p_{ia}^r \phi_j(y_r)\rho_{ia}^r = \sum_{r \in a \cap j} \phi_j(y_r) = \frac{\partial \omega_{ij}}{\partial x_i}. \tag{6.13}
\]

To describe the exact relation between Wardrop flows and the minima of \( \Phi \), consider the (convex) set \( P(\Delta) \) of all load profiles \( y \) that result from admissible flows \( x \in \Delta \). Since the latency functions \( \phi_r \) are increasing, \( \Phi \) will be strictly convex over \( P(\Delta) \) and it will thus have a unique (global) minimum \( y^* \in P(\Delta) \). Amazingly enough, the Kuhn-Tucker conditions that characterise this minimum coincide with the Wardrop condition (2.23) (Beckmann et al., 1956; Dafermos and Sparrow, 1969; Roughgarden and Tardos, 2002), so the Wardrop set of the congestion model \( \mathcal{C} \) will be given by:

\[
\Delta^* (\mathcal{C}) \equiv \Delta^* = \{ x \in \Delta : P(x) = y^* \} = P^{-1}(y^*) \cap \Delta. \tag{6.14}
\]

**Proposition 6.5.** Let \( \mathcal{C} \equiv \mathcal{C}(\Omega, \phi_r) \) be a congestion model with strictly increasing latencies \( \phi_r \) and let \( \Delta^* \) be its set of Wardrop equilibria. Then:

1. any two Wardrop flows exhibit equal loads and delays.

2. \( \Delta^* \) is a nonempty convex polytope with \( \dim(\Delta^*) \leq \text{red}(\Omega) \); moreover, if there exists an interior equilibrium \( q \in \text{Int}(\Delta) \), then \( \dim(\Delta^*) = \text{red}(\Omega) \).

Since \( P^{-1}(y^*) \) is an affine subspace of \( \mathbb{R}^A \cong \prod_i \mathbb{R}^A_i \) and \( \Delta \) is a product of simplices, there is really nothing left to prove (simply observe that if \( q \) is an interior Wardrop flow, then \( P^{-1}(y^*) \) intersects the full-dimensional interior of \( \Delta \)). The only surprise here is that this result seems to have been overlooked in much of the literature concerning congestion models: for instance, both Sandholm (2001, Corollary 5.6) and Fischer and Vöcking (2004, Propositions 2 and 3) presume that Wardrop equilibria are unique in networks with increasing
latencies. However, if there are two distinct flows \( x, x' \) leading to the same load profile \( y \) (e.g. as in the simple network of Fig. 6.1b), then the potential function \( F(x) \equiv \Phi(P(x)) \) is no longer strictly convex: it is in fact constant along every null direction of the redundancy matrix \( Q \).

We thus see that a Wardrop equilibrium is unique if and only if \( a \) the network \( Q \) is irreducible, or \( b \) \( P^{-1}(y^*) \) only intersects \( \Delta \) at a vertex. This last condition suggests that the vertices of \( \Delta \) play a special role so, in analogy with Nash games, we define:

**Definition 6.6.** A Wardrop equilibrium \( q \) will be called strict if \( a \) \( q \) is pure: \( q = \sum_i \rho_i \varepsilon_i, \alpha_i \in A_\alpha \); and \( b \) \( \omega_{i,0}(q) < \omega_{i,\alpha}(q) \) for all paths \( \beta \in A \setminus \{\alpha\} \).

In Nash games, a pure equilibrium occasionally fails to be strict, but only by a hair: an arbitrarily small perturbation of a player’s pure payoffs \( u_i(\alpha_1, \ldots, \alpha_N) \) resolves a pure equilibrium into a strict one without affecting the payoffs of the other players. In congestion models however, there is no such guarantee because, whenever two users’ paths overlap, one cannot perturb the delays of one user independently of the other’s. As a matter of fact, the existence of a strict Wardrop equilibrium actually precludes the existence of other equilibria:

**Proposition 6.7.** If \( q \) is a strict Wardrop equilibrium of a congestion model \( C \), then \( q \) is the unique Wardrop equilibrium of \( C \).

**Proof.** Without loss of generality, let \( q = \sum_i \rho_i \varepsilon_i,0 \) be a strict Wardrop equilibrium of \( C \), and suppose ad absurdum that \( q' \neq q \) is another Wardrop flow. If we set \( z = q' - q \in \ker Q \), it follows that the convex combination \( q + \theta z \) will also be Wardrop for all \( \theta \in [0,1] \); moreover, for small enough \( \theta > 0 \), \( q + \theta z \) employs at least one path \( \mu \in A \setminus \{\alpha\} \) that is not present in \( q \) (recall that \( q \) is pure). As a result, we get \( \omega_{\mu,0}(q + \theta z) = \omega_{\mu,0}(q + \theta z) \) for all sufficiently small \( \theta > 0 \), and because the latency functions \( \omega_{i,\alpha} \) are continuous, this yields \( \omega_{i,0}(q) = \omega_{i,\alpha}(q) \). On the other hand, since \( q \) is a strict equilibrium which does not employ \( \mu \), we must also have \( \omega_{i,\alpha}(q) \); a contradiction. \( \Box \)

In other words, even if \( q \) is a strict equilibrium of a reducible network, then the redundant rays in \( q + \ker Q \) will only intersect \( \Delta \) at \( q \). On the other hand, if \( q \) is merely a pure equilibrium, \( q + \ker Q \) might well intersect the open interior of \( \Delta \); in that case, there is no arbitrarily small perturbation of the delay functions that could make \( q \) into a strict equilibrium.

**Equilibria and objectives** On account of the above, we will focus our investigations on Wardrop equilibria. However, we should mention here that this equilibri al notion can also be reconciled (to some extent at least) with the optimization objectives represented by the payoffs (6.8) and (6.9) as well.

First, with respect to the average delays \( \omega_i(x) = \rho_i^{-1} \sum x_{i,\alpha} \omega_{i,\alpha}(x) \), the optimal traffic distributions which minimise the aggregate delay \( \omega(x) = \sum \rho_i \omega_i(x) \) actually coincide with the Wardrop equilibrium of a suitably modified game. This was first noted by Beckmann et al. (1956), who observed the inherent duality in Wardrop’s principle: just as Wardrop equilibria occur at the minimum of the Rosenthal potential, so can one obtain the minimum of the aggregate latency \( \omega \) by looking at the Wardrop equilibria of an associated congestion model. More precisely, the only change that needs to be made is to consider the “marginal” latency functions \( \phi_i^*(y) = \phi_i(y) + y \phi_i'(y) \) (see also Roughgarden and Tardos, 2004). Then, to study these “socially optimal” flows, we simply have to redress our analysis to fit these “marginal latencies” instead (see Section 6.4 for more details).
Secondly, Wardrop equilibria also have close ties with the Nash condition (NE2) which corresponds to the “worst-delays” (6.6). Specifically, one can easily see that the Nash condition (NE2) is equivalent to the Wardrop condition (2.23) when every user only has 2 possible paths to choose from (every amount of traffic diverted from one path increases the delay at the user’s other path). However, if a user has 3 or more paths at his disposal, then the situation can change dramatically because of Braess’s paradox (Braess, 1968).

The essence of this paradox is that there exist networks which perform better if one removes their fastest link. An example of such a network is given in Fig. 6.2, where it is assumed that a user seeks to route 6 units of traffic from A to D using the three paths A → B → D (blue), A → C → D (red) and A → B → C → D (green). In that case, the Wardrop condition (6.10) calls for equidistribution: 2 units are routed via each path, leading to a delay of 92 time units along all paths. Alternatively, if the user sends 3 traffic units via the red and blue paths and ignores the green one, all traffic will experience a delay of 83. Paradoxically, even though the green path has a latency of only 70, the Nash condition (NE2) is satisfied: if traffic is diverted from, say, the red path to the faster green one, then the latency of the blue path will also increase, thus increasing the worst delay $\omega_i$ as well.

This paradox is what led to the original investigations in the efficiency of selfish routing (Koutsoupias and Papadimitriou, 1999; Roughgarden and Tardos, 2002), and it seems that it is also what causes this disparity between Wardrop and Nash equilibria. A thorough investigation of this matter is a worthy project but, since it would take us too far afield, we will not pursue it here. Henceforward, we will focus almost exclusively on Wardrop flows which represent the most relevant equilibrium concept for our purposes.

6.2 LEARNING, EVOLUTION AND RATIONAL BEHAVIOR

Unfortunately, locating the Wardrop equilibria of a network is a rather arduous process which entails a good deal of global calculations (namely the minimization of a nonlinear convex functional with exponentially many variables over a convex polytope). Since such calculations exceed the deductive capabilities of individual users (especially if they do not have access to global information), it is of great interest to see whether there are learning schemes which allow users to reach an equilibrium without having to rely on centralized computations.

6.2.1 Learning and the Replicator Dynamics

For our purposes, a learning scheme will be a rule which trains users to route their traffic in an efficient way by processing information that is readily
available. On the other hand, since this information must be “local” in nature, any such learning scheme should be similarly “distributed” across users: for example, the play of one’s opponents or the exact form of the network’s latency functions are not easily accessible pieces of information. Furthermore, we should also be looking for a learning scheme which is simple enough for users to apply in real-time, without having to perform a huge number of calculations at each instant.

Recalling the discussion in Chapter 2, such a learning scheme may be cast as a dynamical system in continuous time:

\[
\frac{d x}{d t} = v(x) \text{ or, in coordinates: } \frac{d x_{i a}}{d t} = v_{i a}(x),
\]

where \( x(t) \in \Delta \) denotes the flow at time \( t \) and the vector field \( v : \Delta \to \mathbb{R}^4 \) plays the part of the “learning rule” in question – for simplicity, we will also take \( v \) to be smooth. Of course, since the flow \( x(t) \) evolves in \( \Delta \), \( v \) itself must lie on the tangent space \( Z \) of \( \Delta \); we thus require that \( \sum_i v_{i a}(x) = 0 \) for all \( i \in \mathbb{N} \).

Furthermore, \( v \) should also leave the faces of \( \Delta \) invariant: any trajectory \( x_i(t) \) that begins at some face of \( \Delta_i \) must always remain in said face. This is actually an essential consequence of our postulates: if a user does not employ a route \( a \in A_i \), then he has no information on it and, as such, there is no a priori reason that an adaptive learning rule would induce the user to sample it. In effect, such a learning rule would either fail to rely solely on readily observable information or would not necessarily be a very simple one.

This shows that \( v_{i a}(x) \) must vanish if \( x_{i a} = 0 \), so if we set \( v_{i a}(x) = \alpha_a^{-1} x_{i a} \tilde{v}_{i a}(x) \), we obtain the orthogonality condition \( \sum_i x_{i a} \tilde{v}_{i a}(x) = 0 \). Accordingly, \( \tilde{v}_{i a} \) may be written in the form:

\[
\tilde{v}_{i a}(x) = u_{i a}(x) - u_i(x),
\]

where the \( u_{i a} \) satisfy no further constraints, and, as can be shown by a simple summation, the function \( u_i(x) \) is just the user average: \( u_i(x) = \rho_i^{-1} \sum_{\beta} x_{i \beta} u_{i \beta}(x) \) (recall that \( \sum_{\beta} x_{i \beta} = \rho_i \)). This shows that any learning rule which leaves the faces of \( \Delta \) invariant must necessarily adhere to the replicator form:

\[
\frac{d x_{i a}}{d t} = x_{i a} (u_{i a}(x) - u_i(x)).
\]

In our case, the most natural choice for the per capita growth rates \( u_{i a} \) of each “phenotype” \( a \in A_i \) is to use the delay functions \( \omega_{i a}(x) \) and set \( u_{i a} = -\omega_{i a} \). In so doing, we obtain:

\[
\frac{d x_{i a}}{d t} = x_{i a} (\omega_i(x) - \omega_{i a}(x)).
\]

In keeping with our “local information” mantra, users do not need to know the delays along paths that they do not employ because the replicator field vanishes when \( x_{i a} = 0 \). Thus, users that evolve according to (6.18) are oblivious to their surroundings, even to the existence of other users: they simply use (6.18) to respond to the stimuli \( \omega_{i a}(x) \) in the hope of minimizing their delays.

Alternatively, if players learn at different rates \( \lambda_i > 0 \) as a result of varied stimulus-response characteristics, we obtain the rate-adjusted dynamics:

\[
\frac{d x_{i a}}{d t} = \lambda_i x_{i a} (\omega_i(x) - \omega_{i a}(x))
\]
The relative entropy as a potential function.

H is a Lyapunov function. The potential as a semi-definite Lyapunov function.

The routing problem.

6.2.2 Entropy and Rationality

From the discussion in Chapters 2 and 5, we know that all Wardrop flows are stationary in (6.17), but the converse does not hold: every flow that exhibits equal latencies along the paths in its support will be a rest point of (6.17), and such flows are not always Wardrop (at least if they are not interior points of ∆). Consequently, the issue at hand remains whether or not the replicator dynamics manage to single out Wardrop equilibria among other steady states.

At first glance, the existence of a potential function combined with our results in Chapter 5 would seem to render this a trivial question: the Wardrop equilibria are at the minimum of the potential, and, hence, interior trajectories will converge to equilibrium. Nonetheless, the underlying assumption for most of our results in Chapter 5 is that the game’s potential be strictly convex (at least locally), and this condition need not hold in congestion settings: if the network is reducible, then the potential $F(x) \equiv \Phi(y(x))$ fails to be strictly convex because of the redundant directions along which $F$ is constant.

To examine this issue in more detail, note that if $y^*$ is the minimum of the Rosenthal potential $\Phi(y)$, then the function $F_0(x) = \Phi(P(x)) - \Phi(y^*)$ is a semi-definite Lyapunov function for the replicator dynamics (6.19). Indeed, $F_0$ vanishes on the Wardrop set $\Delta^*$, it is positive otherwise, and it satisfies:

$$
\frac{dF_0}{dt} = \sum_{i,a} \frac{\partial F_{ia}}{\partial x_{ia}} \frac{dx_{ia}}{dt} = \sum_{i} \lambda_i \rho_i \left[ \alpha_i^2(x) - \rho_i^{-1} \left( \sum_{a} x_{ia} \alpha_{ia}^2(x) \right) \right] \leq 0, \quad (6.20)
$$

the last step following from Jensen’s inequality – equality only holds when $\alpha_{ia}(x) = \alpha_i(x)$ for all $a \in \text{supp}(x)$. Thus, by standard results in the theory of dynamical systems, it follows that the solution orbits of (6.19) descend the potential $F_0$ and eventually converge to a connected subset of rest points – see also Sandholm (2001), where the property (6.20) is referred to as “positive correlation”.

Nevertheless, since not all stationary points of (6.19) are Wardrop equilibria, this result tells us little about the rationality properties of the replicator dynamics in reducible networks. To sharpen these results, we will fall back to the study of the relative entropy $H_q(x) = \sum_{i} \lambda_i^{-1} \sum_{a} q_{ia} \log(q_{ia} / \alpha_{ia})$.

**Lemma 6.8.** Let $\mathcal{C}(\Omega, \{\phi_r\})$ be a congestion model with increasing latencies, and let $q \in \Delta$ be a Wardrop flow of $\mathcal{C}$. Then, the time derivative $H_q(x)$ of the relative entropy $H_q(x)$ vanishes on the Wardrop set $\Delta^*(\mathcal{C})$ and is negative otherwise.

In particular, if the network $\Omega$ is irreducible (red($\Omega) = 0$) $\Delta^*$ consists of a single point and $H_q$ is Lyapunov for the replicator dynamics (6.18).

To prove this lemma, note that, in our case, (5.11) reads:

$$
H_q(x) = \sum_{i,a} \frac{\partial H_q}{\partial x_{ia}} x_{ia} = - \sum_{i,a} q_{ia} (\omega_i(x) - \alpha_{ia}(x)) = -L_q(x), \quad (6.21)
$$
where \( L_q(x) = \sum_i^q \omega_{i\alpha}(x) - \omega_{i\alpha}(x) \) is the evolutionary index of \( x \) with respect to \( q \) (see Section 5.1.1 for a more in-depth discussion). The interesting twist here is that some linear algebra yields:

\[
L_q(x) \equiv \sum_i^q (x_{i\alpha} - \omega_{i\alpha}(x)) = \sum_i^q (y_i - y_i^*) \phi_i(y) \equiv \Lambda(y),
\]

where \( y = P(x) \) and \( y^* = P(q) \) are the loads which correspond to the flows \( x \) and \( q \) respectively. As a result, the equation \( L_q(x) = \Lambda(y) \) is consistent with any choice of \( q \in \Delta^* \), and we see that the evolutionary index in congestion models does not so much depend on the actual flow \( x \) as it does on the load profile \( y(x) \).

Now, since the game’s potential \( F(x) = \Phi(y(x)) \) in irreducible networks does not necessarily satisfy the growth condition (5.22) (which is the starting point for most of the theory surrounding the evolutionary index), we will need to look at the specific form of the Rosenthal potential before applying the techniques of Chapter 5. To that end, given that the latency functions \( \phi_i \) are increasing, we obtain the growth estimate:

\[
\Lambda(y) = \sum_i^q (y_i - y_i^*) \phi_i(y) \geq \sum_i^q \int_{y_i^*}^{y_i} \phi_i(w) \, dw = \Phi(y) - \Phi(y^*).
\]

Thus, going back to the proof of Lemma 6.8, we finally get:

\[
\hat{H}_q(x) = -L_q(x) = -\Lambda(y) = - (\Phi(y) - \Phi(y^*)) \leq 0,
\]

with equality holding if and only if \( y = y^* \), that is, if and only if \( x \in \Delta^* \).

Needless to say, there is a great degree of similarity between our results so far and our analysis for strictly convex games in Chapter 5. In fact, if we also assume that \( q \) is strict (say, \( q = \sum_i^q \rho_i \epsilon_i,0 \) for convenience), we get the same bound for the evolutionary index as in Lemma 5.4:

**Lemma 6.9.** Let \( q = \sum_i^q \rho_i \epsilon_i,0 \) be a strict Wardrop equilibrium of some congestion model \( C \) with increasing latency functions. Then, if \( \Delta\omega_i = \min_{\mu \neq 0} \{\omega_i(\mu) - \omega_i(0)\} \), we will have:

\[
L_q(q + \theta z) \geq \frac{1}{2} \theta \sum_i^q \Delta\omega_i \|z_i\|_1,
\]

for all \( z \in T_q^\Delta \) and \( \theta \geq 0 \) such that \( q + \theta z \in \Delta^* \).

This lemma shows that \( L_q \) increases at least linearly along all “inward” rays \( q + \theta z \). This is not so if \( q \) is an interior equilibrium:

**Lemma 6.10.** Let \( q \in \text{Int}(\Delta) \) be an interior Wardrop equilibrium of some congestion model \( C \) with increasing latency functions, and let \( z \in T_q \Delta \). Then, if \( m = \inf \{\phi'_i(y_i) : r \in E, y \in P(\Delta)\} \), we will have:

\[
L_q(q + \theta z) \geq \frac{1}{2} m \|P(z)\|^2 \theta^2 \quad \text{for all } \theta \geq 0 \text{ such that } q + \theta z \in \Delta.
\]

\[\text{In more detail, this all stems from the invariance identity:}\]

\[
\sum_i^q \omega_{i\alpha} = \sum_i^q \sum_x^z \omega_{i\alpha} \phi_i = \sum_i^q \omega \phi_i, \quad z \in V,
\]

where \( P : V \to W \) is the indicator matrix of the network \( Q \) and \( w = P(z) \). It is then easy to verify that \( L_q(x) = L_q(x') \) whenever \( x' - x \in \ker Q \) and also that \( L_q = L_q' \) iff \( q' - q \in \ker Q \) — thus justifying the notation of (6.22).

\[\text{It is interesting to note here the relation with Proposition 6.7: if the ray } q + \theta z \text{ is inward-pointing, then } z \text{ cannot be “redundant”, i.e. we cannot have } z \in \ker P.\]
Remark. If \( \gamma_0^2 \) denotes the minimum of the Rayleigh quotient \( R(z) = \langle z, P^T P z \rangle \), \( z \in T_0 \Delta, \|z\| = 1 \), then the growth estimate (6.26) can be written in the more familiar form \( L_q(x) \geq \frac{1}{2} m \gamma_0^2 \|x - q\|^2 - \text{cf. equation (5.41)}. \)

Proof. Following the proof of Lemma 5.4, let \( f(\theta) = f(q + \theta z) \) so that:

\[
f'(0) = \sum_i \sum_\alpha z_{i\alpha} \omega_{i\alpha}(q) = \sum_i \sum_\alpha z_{i\alpha} \omega_i(q) = 0,
\]

the second equality following from the fact that \( q \) is an interior equilibrium (that is, \( \omega_{i\alpha}(q) = \omega_i(q) \) for all paths \( \alpha \in \mathcal{A}_i \)), and the last one being a consequence of \( z \) being tangent to \( \Delta \) (so that \( \sum_\alpha z_{i\alpha} = 0 \)). Following up on this, a second differentiation gives:

\[
f''(\theta) = \frac{d^2}{d\theta^2} \sum_r \Phi_r(y_r + \theta w_r) = \sum_r w_r^2 \phi_r'(y_r + \theta w_r),
\]

where \( w = P(y) \). Clearly, since the set \( P(\Delta) \) of load profiles \( y \) is compact and the (continuous) functions \( \phi_r' \) are positive, we will also have \( m = \inf \{ \phi_r'(y_r) : r \in \mathcal{E}, y \in P(\Delta) \} > 0 \). We thus get \( f'(\theta) \geq \frac{1}{2} m \|w\|^2 \theta^2 \), and a first order Taylor expansion with Lagrange expansion yields:

\[
L_q(q + \theta z) = \Lambda(y^* + \theta w) \geq f(\theta) - f(0) \geq \frac{1}{2} m \|P(z)\|^2 \theta^2. \]

In view of the above bounds for the evolutionary index \( L_q \), we obtain:

**Theorem 6.11.** Let \( \mathcal{C} \equiv \mathcal{C}(\Omega, \{\phi_r\}) \) be a congestion model with increasing latency functions \( \phi_r \), and let \( q \) be a Wardrop equilibrium of \( \mathcal{C} \).

1. If \( \mathcal{C} \) is irreducible, or if \( q \) is strict, then \( q \) is evolutionarily stable, and we have:

\[
H_q(x(t)) \leq h_0 e^{-ct},
\]

where \( h_0 = H_q(x(0)), c = h_0^{-1} \min \{ \rho_i(1 - e^{-h_0/\rho_i}) \Delta \omega_l \} \) and \( \Delta \omega_l = \min_{\mu \neq \lambda} \{ \omega_{\mu}(q) - \omega_{\lambda}(q) \} \).

2. If \( \mathcal{C} \) is reducible and \( q \) is not strict, then \( q \) is neutrally stable and the evolutionarily neutral directions coincide with the redundant ones; moreover:

\[
H_q(x(t)) \leq h_0 \exp \left( -\frac{1}{2} \frac{m \gamma_0^2}{\pi c^2} t \right),
\]

where \( m = \inf \{ \phi_r'(y_r) : r \in \mathcal{E}, y \in P(\Delta) \}, h_c \geq h_0 \) is a constant, and \( \gamma_0^2 \) is the minimum value of the Rayleigh quotient \( R(z) = \langle z, P^T P z \rangle, z \in T_0 \Delta, \|z\| = 1 \).

The first part of this theorem is an immediate application of Theorem 5.5 and the second one can be proved in exactly the same way as Theorem 5.6, so the proof itself holds little intrinsic value. What is more important here is to note that Theorem 6.11 seems to deepen the dichotomy between reducible and irreducible networks even further: although convergence to equilibrium is guaranteed in irreducible networks, \( \gamma_0^2 \) vanishes in irreducible ones, so convergence is not guaranteed there.

The reason for this is that the relative entropy is only a semi-definite Lyapunov function, and such a function is not enough to establish convergence by itself. For instance, if we consider the homogeneous system:

\[
\dot{x} = yz, \quad \dot{y} = -xz, \quad \dot{z} = -z^2,
\]
where the (strict) inequality stems from the fact that \( \dot{x} \) converges to some \( x \) descending to a subsequence if necessary, we may assume that \( x \) such that \( \Delta \)

- **Figure 6.3**: The various sets in the proof of Theorem 6.12.

with \( z \geq 0 \), we see that it admits the semi-definite Lyapunov function \( H(x, y, z) = x^2 + y^2 + z^2 \) whose time derivative only vanishes on the \( x-y \) plane. However, the general solution of (6.31) in cylindrical coordinates \( (\rho, \phi, z) \) is:

\[
\rho(t) = \rho_0, \quad \phi(t) = \phi_0 - \log(1 + z_0 t), \quad z(t) = \frac{z_0}{1 + z_0 t}, \tag{6.32}
\]

and this represents a helix of constant radius whose coils become topologically dense as the solution orbits approach the \( x-y \) plane. We thus see that the solutions of (6.31) approach a set of stationary points, but do not converge to a specific one.

That said, there is much more at work in the replicator dynamics (6.19) than a single semi-definite Lyapunov function: there exists a whole family of such functions, one for each Wardrop flow \( q \in \Delta \). So, undeterred by potential degeneracies, we see that the replicator dynamics actually do converge to equilibrium:

**Theorem 6.12.** Let \( \mathcal{C} \equiv \mathcal{C}(\Omega, \{\phi_r\}) \) be a congestion model. Then, every interior solution trajectory of the replicator dynamics (6.19) converges to a Wardrop equilibrium of \( \mathcal{C} \); in particular, if the network \( \Omega \) is irreducible, \( x(t) \) converges to the unique Wardrop equilibrium of \( \mathcal{C} \).

**Proof.** It will be useful to shift our point of view to the evolution function \( \theta(x, t) \) of the dynamics (6.19) which describes the solution trajectory that starts at \( x \) at time \( t = 0 \) — see also the discussion preceding Definition 2.14.

With this in mind, fix the initial condition \( x \in \operatorname{Int}(\Delta) \) and let \( x(t) = \theta(x, t) \) be the corresponding solution orbit. If \( q \in \Delta^* \) is a Wardrop equilibrium of \( \mathcal{C} \), then, in view of Lemma 6.8, the function \( V_q(t) = H_q(\theta(x, t)) \) will be decreasing and will converge to some \( m \geq 0 \) as \( t \to \infty \). It thus follows that \( x(t) \) converges itself to the level set \( H_q^{-1}(m) \).

Suppose now that there exists some increasing sequence of times \( t_n \to \infty \) such that \( x_n \equiv x(t_n) \) does not converge to \( \Delta^* \). By compactness of \( \Delta \) (and by descending to a subsequence if necessary), we may assume that \( x_n = \theta(x, t_n) \) converges to some \( x^* \notin \Delta^* \) — but necessarily in \( H_q^{-1}(m) \). Hence, for any \( t > 0 \), we will have:

\[
H_q(\theta(x, t_n + t)) = H_q(\theta(\theta(x, t_n), t)) \to H_q(\theta(x^*, t)) < H_q(x^*) = m \tag{6.33}
\]

where the (strict) inequality stems from the fact that \( \dot{H}_q < 0 \) outside \( \Delta^* \). On the other hand, \( H_q(\theta(x, t_n + t)) = V_q(t_n + t) \to m \), a contradiction.

Since the sequence \( t_n \) was arbitrary, this shows that \( x(t) \) converges to the set \( \Delta^* \). Consequently, if \( \Delta^* \) is an \( \omega \)-limit point of \( x(t) \), then we will also have \( V_q(t_n^0) = H_q(x(t_n)) \to 0 \) for some increasing sequence of times \( t_n \to \infty \).
However, given that \( V_{q'}(t) \) is decreasing, this means that \( \lim_{t \to \infty} V_{q'}(t) = 0 \) as well, and, seeing as \( H_{q'} \) only vanishes at \( q' \), we conclude that \( x(t) \to q' \).

**Remark 1 (Previous Work).** In the context of potential games, Sandholm (2001) examined dynamics \( u_{i\alpha} \) which are “positively correlated” to the game’s payoff functions \( u_{i\alpha} = -\omega_{i\alpha} \), in the sense that \( \sum_{i,\alpha} v_{i\alpha}(x) \omega_{i\alpha}(x) \geq 0 \). It was then shown that if the rest points of these dynamics coincide with the game’s Wardrop equilibria (the “non-complacency” condition), then all solution orbits converge to set of Wardrop equilibria. Unfortunately, as we have already pointed out, the replicator dynamics are “complacent” and, in that case, Sandholm’s results only ensure that Wardrop equilibria are Lyapunov stable.

To the best of our knowledge, the stronger convergence properties of Theorem 6.12 were first suggested by Fischer and Vöcking (2004) who identified the link between Wardrop equilibrium and evolutionary stability. In particular, the authors showed that Wardrop equilibria are robust against “mutations” that lead to greater delays; however, in networks with more than one users (the “multi-commodity” case as they call it), their approach rests heavily on the (implicit) assumption of irreducibility. If this is not the case, the evolutionary index \( L \) is only semi-definite and the approach of Fischer and Vöcking breaks down because Wardrop equilibria are only neutrally stable – this is also the problem with Corrolary 5.1 in Sandholm (2001). In fact, we have:

**Remark 2 (Evolution and Friction).** Since the replicator trajectories converge to a Wardrop equilibrium, it follows that there can be no limit cycles. On the other hand, limit cycles are a common occurrence in evolutionary games: for example, Matching Pennies and Rock-Paper-Scissors (in their unadjusted versions) both exhibit limit cycles in the standard replicator dynamics (Weibull, 1995). So, while the evolutionary energy of large populations may remain undiminished over time, Theorem 6.12 shows that congestion models are dissipative and traffic flows invariably settle down to a steady state.

**Remark 3 (Non-interior Trajectories).** Clearly, if \( x(0) \) does not employ all routes that are present in a Wardrop flow \( q \), \( x(t) \) cannot have \( q \) as a limit point – a consequence of the fact that the replicator dynamics leave the faces of \( \Delta \) invariant. All the same, one can simply quotient out the routes that are not initially present until \( x(0) \) becomes an interior point in the reduced strategy space \( \Delta_{\text{eff}} \) that ensues. In that case, Theorem 6.12 can be applied to the (similarly reduced) congestion model \( \xi_{\text{eff}} \) to show that \( x(t) \) converges to Wardrop equilibrium in \( \xi_{\text{eff}} \) (cf. the “restricted equilibria” of Fischer and Vöcking, 2004).

### 6.3 Stochastically Perturbed Congestion Models

Going back to our original discussion of learning schemes, we see that the users’ evolution hinges on the feedback that they receive about their choices, namely the delays \( \omega_{i\alpha}(x) \) that they observe. We have already noted that this information is based on actual observations, but this does not necessarily mean that it is also accurate as well. For instance, the interference of nature with the game or imperfect readings of one’s payoffs might perturb this information considerably; additionally, if the users’ traffic flows are not continuous in time but consist of discrete segments instead (e.g., datagrams in communication networks), the queueing latencies \( \omega_{i\alpha} \) only represent the users’ expected delays. Hence, the delays that users actually record might only be a randomly fluctuating estimate of the underlying payoffs, and this could negatively affect the rationality properties of the replicator dynamics.
6.3.1 The Stochastic Replicator Dynamics

Our goal here will be to determine the behavior of the replicator dynamics under stochastic perturbations of the kind outlined above. To that end, write the delay that users experience along the edge \( r \in \mathcal{E} \) as \( \hat{r} = \phi_r + \eta_r \) where \( \eta_r \) denotes the perturbation process. Then, the latency \( \hat{\omega}_{ia} \) along \( a \in \mathcal{A}_i \) will just be \( \hat{\omega}_{ia} = \omega_{ia} + \eta_{ia} \), where, in obvious notation, \( \eta_{ia} = \sum_r p^i_{ra} \eta_r \). In this way, the replicator dynamics (6.18) become:

\[
\frac{dx_{ia}}{dt} = x_{ia} (\omega_i - \hat{\omega}_{ia}) = x_{ia} (\omega_i - \omega_{ia}) + x_{ia} (\eta_i - \eta_{ia}), \tag{6.34}
\]

where \( \hat{\omega}_i = \rho_i^{-1} \sum_\beta x_{i\beta} \hat{\omega}_{i\beta} \) and \( \eta_i = \rho_i^{-1} \sum_\beta x_{i\beta} \eta_{i\beta} \).

The exact form of the perturbations \( \eta_r \) clearly depends on the particular situation at hand. Still, since we are chiefly interested in stochastic fluctuations around the underlying delays \( \omega_{ia} \), it is reasonable to take these perturbations to be some sort of white noise that does not bias users towards one direction or another. In that case, we should rewrite (6.34) as a stochastic differential equation of the form:

\[
dx_{ia} = X_{ia} [\omega_i(X) - \omega_{ia}(X)] \, dt + X_{ia} \left[ dU_{ia} - \rho_i^{-1} \sum_\beta X_{i\beta} dU_{i\beta} \right], \tag{6.35}
\]

where \( dU_{ia} \) describes the total noise along the path \( a \in \mathcal{A}_i \):

\[
dU_{ia} = \sum_{r \in \mathcal{E}} \sigma_r \, dW_r = \sum_{r} p^i_{ra} \sigma_r \, dW_r, \tag{6.36}
\]

and \( W(t) = \sum_r W_r(t) \varepsilon_r \) is a Wiener process in \( \mathbb{R}^\mathcal{E} \), the space spanned by the edges \( \mathcal{E} \) of the network.

In a similar vein, if players learn at different rates \( \lambda_i \), we obtain the rate-adjusted dynamics:

\[
dx_{ia} = \lambda_i X_{ia} [\omega_i(X) - \omega_{ia}(X)] \\
+ \lambda_i X_{ia} \left[ dU_{ia} - \rho_i^{-1} \sum_\beta X_{i\beta} dU_{i\beta} \right]. \tag{6.37}
\]

Just as in the previous chapter, this last equation will constitute our stochastic version of the replicator dynamics, so we will devote the rest of this section to understand some of its general properties, and also to see how it compares to the other stochastic incarnations of the replicator dynamics that we have already encountered.

A first remark to be made concerns the noise coefficients \( \sigma_r \); even though we have written them in a form that suggests they are constant, they need not be so – after all, the intensity of the noise on an edge might well depend on the edge loads \( Y_r = \sum_a p_{ra} X_a \). On that account, we will only assume that these coefficients are essentially bounded functions of the loads \( y \). Nonetheless, in an effort to reduce notational clutter, we will not indicate this dependence explicitly; instead, we simply remark here that our results continue to hold if we replace \( \sigma_r \) with the worst-case scenario \( \sigma_r \leftrightarrow \text{ess sup}_y \sigma_r(y) \).

Secondly, it is also important to compare (6.37) to the “aggregate shocks” version of Fudenberg and Harris (1992) and the “exponential learning” approach that we introduced in Chapters 4 and 5 (see also Mertikopoulos and Moustakas, 2009, 2010b). As we have already seen in the case of the former, one perturbs the replicator equation (6.17) by accounting for the (stochastic) interference of nature with the reproduction rates of the various species (Fu-
Correlated noise processes.

(denber and Harris (1992), Cabrales (2000), Imhof (2005), and Hofbauer and Imhof (2009)):

\[ dX_{ia} = X_{ia} [u_{ia}(X) - u_i(X)] \, dt \]
\[ - X_{ia} \left[ \sigma_{ia}^2 X_{ia} - \sum_{j} \sigma_{ia}^2 X_{ij} \right] \, dt \]
\[ + X_{ia} \left[ \sigma_{ia} dW_{ia} - \sum_{j} \sigma_{ia} X_{ij} dW_{ij} \right], \quad (6.38) \]

where \( W = \sum_{i,a} W_{ia} e_{ia} \) is a Wiener process that evolves in \( \mathbb{R}^A \cong \prod_i \mathbb{R}^{A_i} \).

By comparison, in the exponential learning case it is assumed that the players of a Nash game adhere to the Boltzmann-type learning scheme (5.4) and employ a strategy with exponential sensitivity on the strategy’s score. However, if the information that players receive is imperfect, the errors propagate to their learning curves and instead lead to the stochastic dynamics (5.47):

\[ dX_{ia} = \lambda_i X_{ia} [u_{ia}(X) - u_i(X)] \, dt \]
\[ + \frac{\lambda_i^2}{2} X_{ia} \left[ \sigma_{ia}^2 (1 - 2X_{ia}) - \sum_{j} \sigma_{ia}^2 X_{ij} (1 - 2X_{ij}) \right] \, dt \]
\[ + \lambda_i X_{ia} \left[ \sigma_{ia} dW_{ia} - \sum_{j} \sigma_{ia} X_{ij} dW_{ij} \right]. \quad (5.47) \]

In light of the above, it is easy to see that (6.37) admits a (unique) strong solution for any initial condition \( X(0) = x \in \Delta \) by following the same reasoning as in Chapter 4. Nevertheless, there are two notable traits of (6.37) that set it apart from its other stochastic relatives. First off, the drift of (6.37) coincides with the deterministic replicator dynamics (6.19), whereas the drift coefficients of (6.38) and (5.47) do not. Secondly, the martingale processes \( U \) that appear in (6.37) are not uncorrelated components of some Wiener process (as is the case for both (6.38) and (5.47)): instead, depending on whether the paths \( \alpha, \beta \in \mathcal{A} \) have edges in common or not, the processes \( U_\alpha, U_\beta \) might be highly correlated or not at all.

To make this last observation more precise, recall that the Wiener differentials \( dW_r \) are orthogonal across the edges \( r \in \mathcal{E} \) of the network: \( dW_r \cdot dW_s = \delta_{rs} \, dt \). In its turn, this implies that the stochastic differentials \( dU_\alpha, dU_\beta \) satisfy:

\[ dU_\alpha \cdot dU_\beta = \left( \sum_r P_{ra} \sigma_r dW_r \right) \cdot \left( \sum_s P_{sb} \sigma_s dW_s \right) \]
\[ = \sum_{r,s} P_{ra} P_{sb} \sigma_r \sigma_s \delta_{rs} \, dt = \sum_{r \in A} \sigma_r^2 \, dt = c_{\alpha\beta}^2 \, dt, \quad (6.39) \]

where \( c_{\alpha\beta}^2 = \sum_r P_{ra} P_{sb} \sigma_r^2 \) gives the variance of the noise along the intersection \( \alpha \beta = \alpha \cap \beta \) of the paths \( \alpha, \beta \in \mathcal{A} \) (note also that we used our notational conventions to avoid cumbersome expressions such as \( \sigma_{\alpha_{ij}}^2 \)).

We thus see that the processes \( U_\alpha \) and \( U_\beta \) are uncorrelated if and only if the paths \( \alpha, \beta \in \mathcal{A} \) have no common edges; at the other extreme, we have:

\[ (dU_\alpha)^2 = \sum_{r \in a} \sigma_r^2 \, dt = c_{\alpha}^2 \, dt \]
\[ (dU_\beta)^2 = \sum_{r \in a} \sigma_r^2 \, dt = c_{\beta}^2 \, dt \]
\[ (dU_\alpha \cdot dU_\beta)^2 = \sum_{r \in a} \sigma_r^2 \, dt = c_{\alpha\beta}^2 \, dt \]
\[ (dU_\alpha \cdot dU_\beta)^2 = \sum_{r \in a} \sigma_r^2 \, dt = c_{\alpha\beta}^2 \, dt \]

where \( c_{\alpha}^2 = c_{\alpha\alpha}^2 = \sum_r P_{ra} \sigma_r^2 \) measures the intensity of the noise on the route \( \alpha \in \mathcal{A}. \)

This notation is also consistent with the common intersection notation: \( \alpha \alpha \equiv \alpha \cap \alpha = \alpha. \)
6.3.2 Stochastic Fluctuations and Rationality

As in the deterministic setting, our main tool will be the (rate-adjusted) relative entropy $H_q(x) = \sum \lambda_i^{-1} \sum \omega_{ia} \log \left( \frac{q_{ia}}{\omega_{ia}} \right)$ which we will study with the help of the generator $\mathcal{L}$ of the diffusion (6.37). To that end, recall that the infinitesimal generator $\mathcal{L}$ of the Itô diffusion:

$$dX_a(t) = \mu_a(X(t)) \, dt + \sum_\beta \sigma_{\alpha \beta}(X(t)) \, dW_\beta(t), \quad (6.41)$$

is defined to be the second order differential operator:

$$\mathcal{L} = \sum_a \mu_a(x) \frac{\partial}{\partial x_a} + \frac{1}{2} \sum_{a, \beta} \left( \sigma(x) \sigma^T(x) \right)_{a, \beta} \frac{\partial^2}{\partial x_a \partial x_\beta}. \quad (6.42)$$

In this manner, if $f$ is a sufficiently smooth function (namely, if $f$ is $C^2$), we have seen that $\mathcal{L} f$ captures the drift of the process $f(X(t))$:

$$df(X(t)) = \mathcal{L} f(X(t)) \, dt + \sum_{a, \beta} \left. \frac{\partial f}{\partial x_a} \right|_{X(t)} \sigma_{\alpha \beta}(X(t)) \, dW_\beta(t). \quad (6.43)$$

Of course, in the case of the diffusion (6.37), the martingales $U$ are not the components of a Wiener process, so (6.43) cannot be applied right off the shelf. However, a straightforward (if a bit cumbersome) application of Itô’s lemma yields the following analogue of Lemma 5.11:

**Lemma 6.13.** Let $\mathcal{L}$ be the generator of (6.37). Then, for any $q \in \Delta_+, \text{ we will have:}$

$$\mathcal{L} H_q(x) = -L_q(x) + \frac{1}{2} \sum_i \sum_{\beta, \gamma} \lambda_i \left( \sum_{i, j} \sigma^2_{i, \beta} (x_{i, \beta} - q_{i, \beta}) (x_{i, \gamma} - q_{i, \gamma}) \right)$$

$$+ \frac{1}{2} \sum_i \sum_{\beta, \gamma} \lambda_i \sum_{i, j} \sigma^2_{i, \beta} q_{i, \beta} (\rho_i \delta_{i, \gamma} - q_{i, \gamma}), \quad (6.44)$$

where $L_q(x) = \sum_{ia} (x_{ia} - q_{ia}) \omega_{ia}(x)$ is the evolutionary index (5.12).

**Proof.** Let $V_q(t) = H_q(X(t))$. We then have:

$$dV_q = \sum_{a, \alpha} \frac{\partial H_q}{\partial x_{ia}} \, dX_{ia} + \frac{1}{2} \sum_{a, \alpha, \beta} \frac{\partial^2 H_q}{\partial x_{ia} \partial x_{i\beta}} \, (dX_{ia}) \cdot (dX_{i\beta}) \quad (6.45)$$

$$= - \sum_{a, \alpha} \frac{1}{\lambda_i} \frac{q_{ia}}{x_{ia}} \, dX_{ia} + \frac{1}{2} \sum_{a, \alpha} \frac{1}{\lambda_i} \frac{q_{ia}}{x_{ia}^2} \, (dX_{ia})^2.$$

However, with $X(t)$ being as in (6.37), we readily obtain:

$$\left( dX_{ia} \right)^2 = \lambda_i^2 X_{ia} \left( \frac{dU_{ia} - \rho_i^{-1} \sum_{i, \beta} X_{i, \beta} \, dU_{i, \beta}}{\partial x_{ia}} \right)^2$$

$$= \lambda_i^2 X_{ia} \left[ \left( dU_{ia} \right)^2 - \frac{2}{\rho_i} \sum_{i, \beta} \sigma_{i, \beta}^2 X_{i, \beta} \, dU_{i, \beta} \right]$$

$$= \lambda_i^2 X_{ia} \left[ \sigma_{i, a}^2 - \frac{2}{\rho_i} \sum_{i, \beta} \sigma_{i, \beta}^2 X_{i, \beta} \sigma_{i, \beta}^2 \sum_{i, \gamma} X_{i, \gamma} \, dU_{i, \gamma} \right]. \quad (6.46)$$

As a result, we may combine the two equations (6.45) and (6.46) to obtain:

$$dV_q = - \sum_{a, \alpha} \frac{q_{ia}}{x_{ia}} \omega_i(X) \, dt - \sum_{a, \alpha} \frac{q_{ia}}{x_{ia}} \left( dU_{ia} - \rho_i^{-1} \sum_{i, \beta} X_{i, \beta} \, dU_{i, \beta} \right)$$

$$+ \frac{1}{2} \sum_{a, \alpha} \lambda_i q_{ia} \left[ \sigma_{i, a}^2 - \frac{2}{\rho_i} \sum_{i, \beta} \sigma_{i, \beta}^2 X_{i, \beta} \right] \, dt. \quad (6.47)$$
Therefore, if we focus at a particular user \( i \in \mathbb{N} \), the last term of (6.47) gives:

\[
\sum_i q_{ia} \left( c_{ia}^2 - \frac{2}{\rho_i} \sum_{a,a'} c_{ia}^2 \sigma_{a,a'} x_{ia} + \frac{1}{\rho_i} \sum_{\beta,\gamma} c_{\beta,\gamma}^2 x_{i\beta} x_{i\gamma} \right) \\
= \sum_i q_{ia} c_{ia}^2 - \frac{2}{\rho_i} \sum_{a,a'} q_{ia} c_{ia}^2 \sigma_{a,a'} x_{ia} + \frac{1}{\rho_i} \sum_{\beta,\gamma} q_{i\beta} c_{\beta,\gamma}^2 x_{i\beta} x_{i\gamma} \\
= \sum_i q_{ia} c_{ia}^2 - \frac{1}{\rho_i} \sum_{\beta,\gamma} \sigma_{\beta,\gamma} q_{i\beta} q_{i\gamma} c_{\beta,\gamma}^2 x_{i\beta} x_{i\gamma} \\
+ \frac{1}{\rho_i} \left[ \sum_{\beta,\gamma} q_{i\beta} q_{i\gamma} c_{\beta,\gamma}^2 \sigma_{\beta,\gamma} x_{i\beta} x_{i\gamma} - 2 \sum_{\beta,\gamma} \sigma_{\beta,\gamma} X_{i\beta} x_{i\gamma} c_{\beta,\gamma}^2 + \sum_{\beta,\gamma} \sigma_{\beta,\gamma} x_{i\beta} x_{i\gamma} c_{\beta,\gamma}^2 \right] \\
= \frac{1}{\rho_i} \sum_{\beta,\gamma} \sigma_{\beta,\gamma} q_{i\beta} (\rho_i \delta_{\beta,\gamma} - q_{i\gamma}) c_{\beta,\gamma}^2 + \sum_{\beta,\gamma} c_{\beta,\gamma}^2 (X_{i\beta} - q_{i\beta})(X_{i\gamma} - q_{i\gamma}) \tag{6.48}
\]

and the lemma follows by substituting (6.48) into (6.47) and keeping only the resulting drift – that is, the first and third terms of (6.47).

In a certain sense, this lemma can be viewed as the stochastic analogue of Lemma 6.8 (which is recovered immediately if we set \( \sigma = 0 \)). However, it also shows that the stochastic situation is much more intricate than the deterministic one. For example, if \( q \) is a Wardrop equilibrium, (6.44) gives:

\[
\mathcal{L} H_q(q) = \frac{1}{2} \sum_i \frac{\lambda_i}{\rho_i} \sum_{\beta,\gamma} q_{i\beta} (\rho_i \delta_{\beta,\gamma} - q_{i\gamma}) c_{\beta,\gamma}^2, \tag{6.49}
\]

and if we focus on user \( i \in \mathbb{N} \), we readily obtain:

\[
\sum_{\beta,\gamma} q_{i\beta} (\rho_i \delta_{\beta,\gamma} - q_{i\gamma}) c_{\beta,\gamma}^2 = \sum_{\beta,\gamma} q_{i\beta} (\rho_i \delta_{\beta,\gamma} - q_{i\gamma}) \sum_r P_{i\beta,r}^i P_{i\gamma,r}^i c_{r}^2 \\
= \sum_r c_{r}^2 y_{ir} - \sum_r c_{r}^2 y_{ir} \rho_i = \sum_r c_{r}^2 y_{ir} (\rho_i - y_{ir}), \tag{6.50}
\]

where \( y_{ir} = \sum_r P_{i,r}^i q_{ia} \leq \rho_i \) is the load induced on edge \( r \in E \) by the \( i \)-th user. This shows that (6.49) is positive if at least one user mixes his routes, thus ruling out negative definiteness (even semi-definiteness) for \( \mathcal{L} H_q \).

In view of the above, unconditional convergence to Wardrop equilibrium appears to be a “bridge too far” in our stochastic environment, especially when the equilibrium in question is not pure – after all, mixed equilibria are not even traps of (6.37). Instead, just as in the previous chapter, we obtain:

**Theorem 6.14.** Strict Wardrop equilibria are stochastically asymptotically stable in the replicator dynamics (6.37).

**Proof.** By relabeling indices if necessary, assume that \( q = \sum \rho_i e_{i,0} \) is the strict Wardrop equilibrium of \( \mathcal{E} \). We will then show that \( H_q \) is a local stochastic Lyapunov function, i.e. that \( \mathcal{L} H_q(x) \leq -k H_q(x) \) for some \( k > 0 \) and for all \( x \) sufficiently close to \( q \); then, our assertion will follow from Theorem 4 in Gikhman and Skorokhod (1971, pp. 314–315).

With this in mind, consider a perturbed flow \( x = \sum_{i,a} x_{ia} e_{ia} \) of the form:

\[
x_{i,0} = \rho_i (1 - \epsilon_i), \quad x_{i,\mu} = \epsilon_i \rho_i e_{i,\mu} \text{ for } \mu = 1, 2, \ldots \in A_i^+, \tag{6.51}
\]

where \( \epsilon_i > 0 \) controls the \( L^1 \) distance between \( x_i \) and \( q_i \), and \( \Delta_i \) is a point in the face of \( A_i \) which lies opposite to \( q \) (i.e. \( \Delta_i \geq 0 \) and \( \sum \Delta_i = \rho_i \)). Then, in view of Lemma 6.9, \( L_q(x) \) will be bounded below by:

\[
L_q(x) \geq \sum_i \rho_i \epsilon_i \Delta_i \omega_i, \tag{6.52}
\]

where \( \Delta \omega_i = \min \{ \omega_{i,\mu}(q) - \omega_{i,0}(q) \} > 0 \) (recall that \( q \) is strict).
Therefore, since the second term of $L\psi_q(x)$ in (6.44) is clearly of order $O(x^2)$ (where $x^2 = \sum_i x_i^2$), we obtain:

$$L\psi_q(x) \leq -\sum_i \rho_i \epsilon_i \Delta \omega_i + O(x^2). \quad (6.53)$$

On the other hand, we also have:

$$H_q(x) = \sum_i \frac{\rho_i}{\lambda_i} \log \frac{\rho_i}{\lambda_i,0} = -\sum_i \frac{\rho_i}{\lambda_i} \log(1 - \epsilon_i) = \sum_i \frac{\rho_i}{\lambda_i} \epsilon_i + O(x^2). \quad (6.54)$$

Thus, if we pick some positive $k < \min_i \{\lambda_i, \Delta \omega_i\}$, a bit of algebra gives:

$$L\psi_q(x) \leq -k \sum_i \frac{\rho_i}{\lambda_i} \epsilon_i + O(x^2) = -kH_q(x) + O(x^2), \quad (6.55)$$

which shows that $H_q$ is locally Lyapunov (in the sense of Definition 3.13). □

In other words, Theorem 6.14 implies that trajectories which start sufficiently close to a strict equilibrium will remain in the vicinity of the equilibrium and will eventually converge to it with arbitrarily high probability. Nonetheless, this is a local result: if the users’ initial traffic distribution is not close to a strict equilibrium itself, Theorem 6.14 does not apply; specifically, if $X(0)$ is an arbitrary initial condition in $\Delta$, we cannot even tell if the trajectory $X(t)$ will ever come close to $q$.

To put this in more precise terms, we will follow the same approach as in Chapter 5 and we will measure distances in $\Delta$ with the $L^1$-norm: $\|\sum a \epsilon_a\|_1 = \sum |z_a|$. In this norm, $\Delta$ has a diameter of $2\sum \rho_i$, so let $K_\delta = \{x \in \Delta : \|x - q\|_1 \leq \delta\}$ be the corresponding compact neighbourhood of $q (\delta < 2\sum \rho_i)$. Then, to see if $X(t)$ ever hits $K_\delta$, we will examine the hitting time $\tau_\delta$:

$$\tau_\delta \equiv \tau_{K_\delta} = \inf\{t > 0 : X(t) \in K_\delta\} = \inf\{t > 0 : \|X(t) - q\|_1 \leq \delta\}. \quad (6.56)$$

Thereby, our chief concern is this: is the hitting time $\tau_\delta$ finite with high probability? And if it is, is its expected value also finite?

To make our lives easier, let us consider the collective expressions:

$$\rho = \sum_i \rho_i, \quad \Delta \omega = \rho^{-1} \sum_i \rho_i \Delta \omega_i \quad (6.57)$$

$$\lambda = \rho^{-1} \sum_i \rho_i \lambda_i, \quad \sigma^2 = \sum_i \sigma^2_i, \quad \sigma^2 \Delta \omega_i = \min_{\mu \neq a_i} \{\omega_{\mu a_i}(q) - \omega_{a_i a_i}(q)\} > 0 \text{ is the minimum delay difference between a user’s equilibrium path } a_i \text{ and his other choices. We then have:}

**Theorem 6.15.** Let $q = \sum_i \rho_i \epsilon_a \epsilon_i$ be a strict Wardrop equilibrium of a congestion model $\mathcal{C}$, and assume that the users’ learning rates satisfy the condition:

$$\lambda \sigma^2 < \Delta \omega. \quad (6.58)$$

Then, for any $\delta < 2\rho$ and any initial condition $X(0) = x \in \Delta$ with finite relative entropy $H_q(x) < \infty$, the hitting time $\tau_\delta$ has finite mean:

$$E_x[\tau_\delta] \leq \frac{2H_q(x)}{\Delta \omega} \frac{2\rho}{\delta(2\rho - \delta)}. \quad (6.59)$$

**Proof.** As in the case of Theorem 5.10, our proof hinges on the expression:

$$-L\psi_q(x) = L\psi_q(x) - \frac{1}{2} \sum_i \frac{\lambda_i}{\rho_i} \sum_{\beta \neq i} \sigma_{\beta i}^2 (x_{i \beta} - q_{i \beta})(x_{i \gamma} - q_{i \gamma}). \quad (6.60)$$
where \( q = \sum \rho_i e_i \) is the strict equilibrium in question. Therefore, write \( x \in \Delta \) in the projective form \( x = q + \theta z \), where \( z = \sum_i z_i e_i \in T_q^\Delta \) is the “inward” direction:

\[
    z_{i0} = -\rho_i \quad \text{satisfy (6.60)}
\]

Then, regarding the first term of (6.60), Lemma 6.9 readily yields:

\[
    L_q(q + \theta z) \geq \Phi(q + \theta z) - \Phi(q) \geq \theta \sum \rho_i \Delta \omega_i \text{ for all } \theta \in [0, 1].
\]

Similarly, the second term of (6.60) becomes:

\[
    \sum_{\beta} \rho_\beta \sum_{\gamma} \rho_\gamma (x_{\beta \gamma} - q_{\beta \gamma})(x_{\gamma \gamma} - q_{\gamma \gamma}) = \theta^2 \sum_{\beta} \sum_{\gamma} \rho_\beta \rho_\gamma z_{\beta \gamma} z_{\gamma \gamma}
\]

\[
    = \theta^2 \sum \rho \sum_{\beta} \rho_\beta z_{\beta \gamma} z_{\gamma \gamma} = \theta^2 \sum \rho w_i^2,
\]

where \( w_i = P^\rho(z) \). Since \( w_i \leq \rho_i \) for all \( r \in E \), we obtain the inequality:

\[
    -L_{H_q}(x) \geq \rho \left[ \theta \Delta \omega - \frac{1}{2} \sigma^2 \theta^2 \sum \rho_i \rho_i \right] \geq (\rho \Delta \omega) \theta - \frac{1}{2} \rho \lambda \sigma^2 \theta^2,
\]

where \( \rho, \sigma^2 \) and \( \lambda, \Delta \omega \) are the respective aggregates and averages of (6.57).

Suppose now that the rates \( \lambda_i \) satisfy (6.58), i.e. \( \lambda \sigma^2 < \Delta \omega \). In that case, the RHS of (6.64) will be increasing for all \( \theta \in [0, 1] \), and we will have:

\[
    -L_{H_q}(x) \geq \rho \left[ \theta \Delta \omega - \frac{1}{2} \lambda \sigma^2 \theta^2 \right] > 0
\]

for all \( x \) with \( \|x - q\|_1 \geq \theta \|z\|_1 = 2 \theta \sum \rho_i = 2 \rho \theta \). So, for \( \|x - q\|_1 \geq \delta \), we get:

\[
    -L_{H_q}(x) \geq \frac{\delta}{2} \Delta \omega - \frac{1}{2} \frac{\sigma^2}{4 \rho} \sigma^2 \rho \lambda \geq \frac{\delta}{2} \Delta \omega \left( 1 - \frac{\delta}{2 \rho} \right) > 0,
\]

and, therefore, if we denote by \( K_\delta \) the compact \( L^1 \) neighborhood \( K_\delta = \{ x \in \Delta : \|x - q\|_1 \leq \delta \} \), we will have \( L_{H_q}(x) \leq -\frac{\delta}{2} \Delta \omega \left( 1 - \frac{\delta}{2 \rho} \right) < 0 \) for all \( x \notin K_\delta \).

Consequently, the hitting time estimate of Durrett (1996, Theorem 5.3 in page 268), finally produces the bound (6.59):

\[
    E_x[\tau_0] \leq \frac{2H_q(x)}{\Delta \omega(1 - \delta/2 \rho)} \cdot \frac{1}{\delta}.
\]

Recall now that Theorem 6.14 ensures that a trajectory \( X(t) \) which starts sufficiently close to a strict equilibrium \( q \) will converge to \( q \) with arbitrarily high probability. Thus, with Theorem 6.15 showing that \( X(t) \) will come arbitrarily close to \( q \) in finite time, a tandem application of the two theorems gives:

**Corollary 6.16.** If \( q \) is a strict equilibrium of \( E \) and the players’ learning rates \( \lambda_i \) satisfy (6.58), the trajectories \( X(t) \) converge to \( q \) almost surely.

Of course, if a strict Wardrop equilibrium exists, then it is the unique equilibrium of the game (Proposition 6.7). In that case, Corollary 6.16 is the stochastic counterpart of Theorem 6.12 (and the congestion analogue of Corollary 5.12): if learning rates are soft enough compared to the noise level, then the solution orbits of the stochastic replicator dynamics (6.35) converge to a stationary traffic distribution almost surely. A few remarks are thus in order:

**Remark 1 (The Critical Temperature).** Just like its exponential learning sibling (5.52), the “slow learning” condition (6.58) shows that the replicator dynamics
reward patience: players who take their time in learning the game manage to average out the noise and converge to equilibrium. In fact, it is quite remarkable that, despite the very different stochastic dynamics, the critical learning temperature \( T_c = \sigma^2 / \Delta \omega \) remains essentially the same in both cases: the aggregation over users that is inherent in (6.58) is just the result of the noise processes being correlated across paths.

Remark 2. Admittedly, the form of (6.59) is a bit opaque for practical purposes. To lighten it up, note that we are only interested in small \( \delta \), so the term \( 2\rho / (2\rho - \delta) \) may be ignored to leading order. Therefore, if we also assume for simplicity that all players learn at the same rate \( \lambda_i = \lambda \), we get:

\[
E_x[\tau_\ell] \leq \frac{2 \lambda}{\lambda \Delta \omega} \frac{\rho}{\delta} 
\] (6.67)

where \( h = \rho^{-1} \sum_i \rho_i \log(\rho_i / x_i) \) is the “average” K-L distance between \( x \) and \( q \).

This very rough estimate is pretty illuminating on its own – and its close kinship to the estimate (5.53) should not be ignored either. First and foremost, it shows that our bound for \( E_x[\tau_\ell] \) is inversely proportional to the learning rate \( \lambda \), much the same as in the deterministic setting where \( \lambda \) essentially rescales time to \( \lambda t \). Moreover, because \( \rho \) and \( \delta \) are both \( O(N) \), one might be tempted to think that our time estimates are intensive, i.e. independent of \( N \). However, since delays increase (nonlinearly even) with the aggregate load \( \rho \), the dependence on \( N \) is actually hidden in \( \Delta \omega \).

In any event, since strict equilibria do not always exist, we should return to the generic case of interior equilibria \( q \in \text{Int}(\Delta) \). We have already seen that these equilibria are not very well-behaved in stochastic environments: they are not stationary in (6.37), and (6.50) shows that \( \mathcal{L} H_q \) is actually positive in their vicinity. Despite all that, if the network \( \Omega \) is irreducible and the users’ learning rates \( \lambda_i \) are slow enough, we will see that the replicator dynamics (6.37) admit a finite invariant measure which concentrates mass around the (necessarily) unique equilibrium of \( \mathcal{E} \).

To state this result precisely, recall that the projective distance \( \Theta_q(x) \) of \( x \) from \( q \) is defined via the unique projective representation of \( x \):

\[
\Theta_q(x) = \theta \Leftrightarrow x = q + \theta z \text{ for some } z \in S_q \text{ and } 0 \leq \theta \leq 1,
\] (6.68)

where \( S_q \) is the “projective sphere” around \( q \), i.e. \( S_q = \{ z \in T_q \Delta : q + z \in \text{bd}(\Delta) \} \). In a similar vein, we define the essence of \( q \in \Delta \) to be:

\[
\text{ess}(q) = \rho^{-1} \min \{ \| P(z) \| : z \in S_q \},
\] (6.69)

where \( \| \cdot \| \) denotes the ordinary Euclidean norm and the factor of \( \rho \) was included for scaling purposes. Comparably to \( \text{red}(\Omega) \), \( \text{ess}(q) \) measures redundancy (or rather, the lack thereof): \( \text{ess}(q) = 0 \) only if some direction \( z \in S_q \) is null for \( P \), i.e. only if \( \Omega \) is reducible.

We are finally in a position to state and prove:

**Theorem 6.17.** Let \( q \in \text{Int}(\Delta) \) be an interior equilibrium of an irreducible congestion model \( \mathcal{E} \), and assume that the users’ learning rates satisfy the condition:

\[
\lambda < \frac{4}{5} \frac{m \rho \kappa^2}{\sigma^2}, \text{where } m = \inf \{ \phi'_r(y_r) : r \in E, y \in P(\Delta) \} \text{ and } \kappa = \text{ess}(q). \] (6.70)

This also shows that the learning rates \( \lambda_i \) do not have to be \( O(1/|E|) \)-small in order to satisfy the slow-learning condition (6.58).
Then, for any interior initial condition \( X(0) = x \in \text{Int}(\Delta) \), the trajectories \( X(t) \) are recurrent (a.s.) and their time averages are concentrated in a neighbourhood of \( q \). Specifically, if \( \Theta_q(\cdot) \) denotes the projective distance (5.34) from \( q \), then:

\[
\mathbb{E}_x \left[ \frac{1}{t} \int_0^t \Theta_q^2(X(s)) \, ds \right] \leq \theta^2 + o(1/t), \text{ where } \theta^2 = \frac{1}{4} \left( \frac{\max x^2}{\lambda \sigma^2} - 1 \right)^{-1}.
\]

(6.71)

Accordingly, the transition probabilities of \( X(t) \) converge in total variation to an invariant probability measure \( \pi \) on \( \Delta \) which concentrates mass around \( q \). In particular, if \( B_\theta = \{ x \in \Delta : \Theta_q(x) \leq \theta \} \) is a “projective ball” around \( q \), we have:

\[
\pi(B_\theta) \geq 1 - \theta^2 / \theta^2.
\]

(6.72)

**Proof.** As we mentioned before, any \( x \in \Delta \) may be expressed in the projective form \( x = q + \theta z \), where \( \theta = \Theta_q(x) \in [0, 1] \) is the projective distance of \( x \) from \( q \), and \( z \in S_q \) is a direction indicator. In this manner, (6.44) becomes:

\[
-\mathcal{L} H_q(x) = L_q(q + \theta z) - \frac{1}{2} \sum_i \frac{\lambda_i}{p_i} \theta^2 \sum_{\beta, \gamma} \sigma_{\beta, \gamma}^2 z_{\beta \gamma} z_{\gamma},
\]

\[
- \frac{1}{2} \sum_i \frac{\lambda_i}{p_i} \sum_{\beta, \gamma} \sigma_{\beta, \gamma}^2 q_i (p_i \delta_{\beta \gamma} - q_{\gamma}).
\]

(6.73)

With regards to the first term of (6.73), Lemma 6.10 and the definition (6.69) of \( k \) yield \( L_q(q + \theta z) \geq \frac{1}{2} m \| P(z) \|^2 \theta^2 \geq \frac{1}{2} m \lambda \sigma^2 \theta^2 \). Moreover, we have already seen in the proof of Theorem 6.15 that the second term of (6.73) is itself bounded above:

\[
\frac{1}{2} \sum_i \frac{\lambda_i}{p_i} \theta^2 \sum_{\beta, \gamma} \sigma_{\beta, \gamma}^2 z_{\beta \gamma} z_{\gamma} \leq \frac{1}{2} \rho \lambda \sigma^2 \theta^2.
\]

(6.74)

We are thus left to estimate the last term of (6.73). To that end, (6.50) gives:

\[
\sum_{\beta, \gamma} q_i (p_i \delta_{\beta \gamma} - q_{\gamma}) \sigma_{\beta, \gamma}^2 = \sum_i \sigma_i^2 y_{i\gamma} (p_i - y_{i\gamma}) \leq \frac{1}{4} \sigma_i^2 \sigma^2,
\]

(6.75)
the last inequality stemming from the trivial (and not particularly sharp) bound $y_r(p_i - y_r) \leq \frac{1}{3} \rho^2_i$ (recall that $0 \leq y_r \leq \rho_i$).

Combining all of the above, we then get:

$$-\mathcal{L}H_q(x) \geq \frac{1}{2} m \kappa^2 \rho^2 \theta^2 - \frac{1}{2} b \lambda \sigma^2 \theta^2 - \frac{1}{8} \rho \lambda \sigma^2 = g(\theta), \quad 0 \leq \theta \leq 1. \quad (6.76)$$

As a result, if $\lambda < \frac{4}{5} \lambda_0$ where $\lambda_0 = \frac{\max \sigma}{\rho}$, it is easy to see that the RHS of (6.76) will be increasing for $0 \leq \theta \leq 1$ and, moreover, it will also be positive for all $\theta$ with $\theta_1 < \theta \leq 1$, $\theta_1$ being the positive root of the equation $g(\theta) = 0$: $\theta_1 = \frac{1}{2} (\lambda_0 / \lambda - 1)^{-1/2}$.

So, pick some positive $a < g(1) = \frac{1}{2} \rho \sigma^2 (\lambda_0 - \frac{4}{5} \lambda)$ and consider the set $K_a = \{ q + \theta z : z \in S_q, g(\theta) \leq a \}$. By construction, $K_a$ is a compact neighbourhood of $q$ which does not intersect $\text{bd}(q)$ and, by (6.76), we have $\mathcal{L}H_q(x) \leq -a$ outside $K_a$. Therefore, if $\tau_a \equiv \tau_{K_a}$ denotes the hitting time $\tau_a = \inf \{ t : X(t) \in K_a \}$, the time estimate of Durrett (1996) yields:

$$\mathbb{E}_x[\tau_a] \leq \frac{H_q(x)}{a} < \infty \quad (6.77)$$

for every interior initial condition $X(0) = x \in \text{Int}(\Delta)$.

Just as in the proof of Theorem 5.13, let us now consider the transformed process $Y(t) = \Psi(X(t))$ given by $\Psi(x) = \log x_{i \mu} / x_{i,0}$, $\mu \in \mathcal{A}_i^\perp$. Then, with $\frac{\partial \Psi}{\partial \Psi} = 1 / x_{i \mu}$ and $\frac{\partial \Psi}{\partial x_{i,0}} = -1 / x_{i,0}$, Itô’s formula gives:

$$dY_{i \mu} = L\Psi(x) dt + dU_{i \mu} - dU_{i,0} = L\Psi(x) dt + \sum_\nu Q^i_{\nu \mu} \sigma_\nu dW_\nu, \quad (6.78)$$

where $Q^i_{\nu \mu} = P^i_{\nu \mu} - P^i_{\tau \mu}$ are the components of the redundancy matrix $Q$ of $\Omega$ in the basis $\tilde{e}_{i \mu} = e_{i \mu} - e_{i,0}$ of $T_0 \Delta - \text{recall also the expression (6.5)}$.

We now claim that the generator of $Y$ is elliptic. Indeed, if we drop the user index $i$ for convenience and set $A_{\nu \mu} = Q^i_{\nu \mu} \sigma_\nu$, $\mu \in \mathcal{A}_i^\perp$, it suffices to show that the matrix $AA^T$ is positive-definite. Sure enough, for any tangent vector $z \in Z$ expressed in the basis $\{ e_{i \mu} : \mu \in \mathcal{A}_i^\perp \}$ of $Z$ as $z = \sum_\mu z_\mu e_{i \mu}$, we get:

$$\langle Az, Az \rangle = \sum_\mu \left( AA^T \right)_{\mu \nu} z_\mu z_\nu = \sum_\mu \sum_\nu Q^i_{\nu \mu} \sigma_\nu^2 z_\mu z_\nu = \sum_\mu \sigma_\mu^2 w_\mu^2, \quad (6.79)$$

where $w = Q(z)$. Since $\Omega$ is irreducible, we will have $w \neq 0$, and, in view of (6.79) above, this proves our assertion.

We have thus shown that the process $Y(t)$ hits a compact neighbourhood of $\Psi(q)$ in finite time (on average), and also that the generator of $Y$ is elliptic. From the criteria of Bhattacharya (1978, Lemma 3.4) it follows that $Y$ is recurrent, and since $\Psi$ is invertible in $\text{Int}(\Delta)$, the same must hold for $X(t)$ as well. In a similar fashion, these criteria also ensure that the transition probabilities of the diffusion $X(t)$ converge in total variation to an invariant probability measure $\pi$ on $\Delta$, thus proving the first part of our theorem.

To obtain the estimate (6.71), note that Dynkin’s formula applied to the quadratic growth estimate (6.76) yields:

$$\mathbb{E}_x[H_q(X(t))] = H_q(x) + \mathbb{E}_x \left[ \int_0^t \mathcal{L}H_q(X(s)) \, ds \right]$$

$$\leq H_q(x) - \frac{1}{2} \rho \sigma^2 (\lambda_0 - \lambda) \mathbb{E}_x \left[ \int_0^t \mathcal{O}_q^2(X(s)) \, ds \right] + \frac{1}{8} \rho \lambda \sigma^2 t, \quad (6.80)$$

for every interior initial condition $X(0) = x \in \text{Int}(\Delta)$.
The invariant learning condition (irreducibility). The role of redundant degrees of freedom, in stark contrast with the deterministic case.

E[X(\int_0^t \Theta^2_{\theta}(X(s)) \, ds)] \leq \frac{\theta^2}{\lambda t} + \frac{C}{t}, \text{ where } C = \frac{2}{\rho^2 \lambda_1} H_{\theta}(x). \tag{6.81}

We are thus left to establish the bound \( \pi(B_\theta) \geq 1 - \theta^2 / \theta^2 \) which shows that the invariant measure \( \pi \) concentrates its mass around the “projective balls” \( B_\theta \). For that, we will use the ergodic property of \( X(t) \), namely that:

\[ \pi(B_\theta) = \lim_{t \to \infty} \mathbb{E}_x \left[ \frac{1}{t} \sum_{s=0}^{t-1} \chi_{B_\theta}(X(s)) \right], \tag{6.82} \]

where \( \chi_{B_\theta} \) is the indicator function of \( B_\theta \). However, with \( \Theta^2_{\theta}(x) / \theta^2 \geq 1 \) outside \( B_\theta \) by definition, it easily follows that:

\[ \mathbb{E}_x \left[ \frac{1}{t} \int_0^t \chi_{B_\theta}(X(s)) \, ds \right] \geq \mathbb{E}_x \left[ \frac{1}{t} \int_0^t \left( 1 - \Theta^2_{\theta}(X(s)) / \theta^2 \right) \, ds \right] \tag{6.83} \]

and the bound (6.72) follows by letting \( t \to \infty \) in (6.81).

We conclude this section with a few remarks on our results so far:

Remark 1 (Comparison to Previous Results). Needless to say, the close connection between this theorem and Theorem 5.13 for potential games is quite pronounced. In fact, this intimate link is precisely what prompted our deliberately similar formulations, serving to facilitate comparisons between the two and the evolutionary results of Imhof (2005).

Some of the differences are not of great import; for example, Theorem 5.13 is stated in terms of the usual Euclidean distance, while Theorem 6.17 employs the projective “distance” \( \Theta_{\theta}(x) \). By a slight tweak in our arguments, it is not too hard to rederive our results in terms of the same distance measure; that we did not do so simply reflects our desire to illustrate as wide a class of estimates as possible.

There are, however, some more significant differences, owing both to the different drift terms of the dynamics (5.47) and (6.37), but also the correlation in the martingale part of (6.37). The difference in the drift can be seen by comparing the two expressions (5.54) and (6.44) for \( \mathcal{L}H_{\theta}(x) \): the quadratic term of (6.44) is antagonistic to the evolutionary index \( L_{\theta} \), thus explaining why the critical temperature of exponential learning is lower than that of the replicator equation (6.37) – to see this, simply compare the slow-learning conditions (5.76) and (6.70) in an irreducible network with uncorrelated parallel links and, mutatis mutandis, replace \( mk^2 \) with the minimum eigenvalue of the Hessian of the Rosenthal potential.

The effect of noise correlation across intersecting paths has equally far-reaching consequences because they are now summed over all edges that make up a path, invariably leading to the aggregate noise coefficient \( \sigma^2 = \sum \sigma^2_r \) which is \( \mathcal{O}(|E|) \) times greater than the noise bounds which appear in (5.61) – see also the following remark.

Remark 2 (The Effect of Redundancy). On a related note, the irreducibility assumption turns out to play quite the vital part: it appears both in the “slow-learning” condition (6.70) (recall that \( \text{ess}(q) = 0 \) if \( q \) is an interior point of a reducible network) and also in the proof that the generator of \( Y(t) = \Psi(X(t)) \) is elliptic. This shows that the stochastic dynamics (6.37) are not oblivious to redundant degrees of freedom, in stark contrast with the deterministic case (that is, Theorem 6.12).
Regardless, we expect that an analogue for Theorem 6.17 still holds for reducible networks if we replace $q$ with the entire (affine) set $\Delta'$. More precisely, we conjecture that under a suitably modified learning condition, the transition probabilities of $X(t)$ converge to an invariant distribution which concentrates mass around $\Delta'$ (see Fig. 6.48). One way to prove this claim would be to find a suitable way to “quotient out” $\ker Q$ but, since the replicator equation (6.37) is not invariant over the redundant fibres $x + \ker Q, x \in \Delta$, we have not yet been able to do so.

Remark 3 (Convergence Rate vs. Efficiency). As in Theorem 5.13, the invariant measure $\pi$ converges vaguely to a point mass at $q$ when $\lambda \to 0$. This means that if the learning temperature $T = 1/\lambda$ is high enough, then we recover Theorem 6.12, with the usual downside of using very slow learning rates: the expected time to come close to an equilibrium becomes inversely proportional to $\lambda$, so the users of the network will have to trade off speed of convergence for efficiency (measured in terms of proximity to equilibrium).

Remark 4 (Sharpness). We should also note here that the bounds we obtained are not the sharpest possible ones. For example, the learning condition (6.70) can be tightened by quite a bit (however, not as much as (5.76)), and the assumption that $\phi_i^r > 0$ can actually be dropped. In that case however, the corresponding expressions would become significantly more complicated without adding much essence, so we have opted to keep our analysis focused on the simpler estimates.

6.4 SOME LOOSE ENDS

In this last section, we will attempt to touch on some loose ends that we have not been able to thoroughly address in the rest of this chapter. Truth be told, much of this section is open-ended and might well be taken as a roadmap for future directions to be explored.

**Learning and Optimality** We have already noted that the traffic flows which minimize the aggregate latency $\omega(x) = \sum_i p_i \omega_i(x)$ in a network correspond precisely to the Wardrop equilibria of a congestion model which is defined over the same network and whose delay functions are given by the “marginal latencies” $\phi_i^r(y_r) = \phi_i(y_r) + y_r \phi'_i(y_r)$ (see e.g. Roughgarden and Tardos, 2002). Hence, if we set $\omega_{ia}^*(x) = \sum_i p_i^* \phi_i^r(y_r)$ and substitute $\omega_{ia}^*$ instead of $\omega_{ia}$ in the replicator dynamics (6.19) and (6.37), our analysis yields:

**Theorem 6.18.** Let $\mathcal{E} = \mathcal{E}(Q, \phi)$ be a congestion model with strictly convex latency functions $\phi_r, r \in \mathcal{E}$, and assume that users follow a replicator learning scheme with cost functions $\omega_{ia}^*$. Then:

1. In the deterministic case (6.19), players converge to a traffic flow which minimises the aggregate delay $\omega(x) = \sum_i p_i \omega_i(x)$.

2. In the stochastic case (6.37), if the network is irreducible and the players’ learning rates are slow enough, their time-averaged flows will be concentrated near the (necessarily unique) optimal distribution $q$ which minimises $\omega$.

Of course, for a more precise statement one need only reformulate Theorems 6.12, 6.14, and 6.17 accordingly (the convexity of $\phi_i^*$ replaces the monotonicity requirement for $\phi_r$). The only thing worthy of note here is that the marginal costs $\phi_i^r(y_r)$ do not really constitute “local information” that users can acquire
simply by routing their traffic and recording the delays that they experience. However, the missing components \( y_i \cdot q_i'(y_i) \) can easily be measured by observers monitoring the edges of the network and could be subsequently publicized to all users that employ the edge \( r \in E \). Consequently, if the administrators of a network wish users to figure out the optimal traffic allocation on their own, they simply have to go the (small) extra distance of providing such monitors on each of the network’s links.

**Exponential learning** In the context of Chapters 4 and 5, we have already seen that the replicator dynamics also arise as the result of an exponential learning process, itself a variant of logistic fictitious play (Mertikopoulos and Moustakas, 2010b). As such, it is not too hard to adapt this method directly to our congestion setting.

In more detail, assume that all users \( i \in N \) keep performance scores \( V_{ia} \) of the paths at their disposal as specified by the differential equation:

\[
d V_{ia}(t) = -\omega_{ia}(X) \, dt + \nu_{ia} \, dU_{ia},
\]

where, as in (6.36), \( dU_{ia} \) describes the total noise along the path \( a \in A_i \), and \( X(t) \) is the traffic profile at time \( t \), defined via the Boltzmann distribution:

\[
X_{ia}(t) = \frac{\exp(\lambda_i V_{ia}(t))}{\sum_{\beta} \exp(\lambda_i V_{i\beta}(t))},
\]

In this manner, Itô’s lemma now gives:

\[
dX_{ia} = \lambda_i X_{ia} \left( \omega_i(X) - \omega_{ia}(X) \right) \, dt + \lambda_i X_{ia} \left( dU_{ia} - \frac{1}{\rho} \sum_{\beta} X_{i\beta} \, dU_{i\beta} \right) + \frac{\lambda_i^2}{2} X_{ia} \left( \sum_{\beta} (\rho_\beta \delta_{a\beta} - 2X_{i\beta}) \sigma_{a\beta}^2 - \frac{1}{\rho} \sum_{\beta,\gamma} \rho_\beta \rho_\gamma X_{i\beta} X_{i\gamma} (\rho_\beta \delta_{a\gamma} - 2X_{i\gamma}) \right) \, dt.
\]

As far as the rationality properties of these new dynamics are concerned, a simple modification in the proof of Theorem 6.14 suffices to show that strict Wardrop equilibria are stochastically stable in (6.86). Just the same, the extra drift term in (6.86) complicates things considerably, so results containing explicit estimates of hitting times are significantly harder to obtain (as are the corresponding “slow-learning” conditions). Of course, this approach might well lead to improved convergence rates (extending those that we obtained in Chapter 5 to correlated perturbations), but since these calculations would take us too far afield, we prefer to postpone this analysis for the future.

**Equilibrium Classes** In a certain sense, interior and strict equilibria represent the extreme ends of the Wardrop spectrum, so it was a reasonable choice to focus our analysis on them. Nevertheless, there are equilibrium classes that we did not consider: for instance, there are pure Wardrop equilibria which are not strict, or there could be “quasi-strict” equilibria \( q \) in the boundary of \( \Delta \) with the property that \( \omega_{ia}(q) > \omega_i(q) \) for all \( a \) which are not present in \( q \).

Strictly speaking, such equilibria are not covered by either Theorem 6.14 or Theorem 6.17. Still, by a suitable modification of our stochastic calculations, we may obtain similar convergence and stability results for these types of equilibria as well. For example, modulo a “slow-learning” condition similar to (6.70), it is easy to see that pure equilibria that are not strict are still stochastically stable. The reason we have opted not to consider all these special
cases is that it would be too much trouble for little gain: the assortment of similar-looking results that we would obtain in this way would confuse things more than it would clarify them.

**The Brown-von Neumann-Nash Dynamics**  Another powerful learning scheme is given by the Brown-von Neumann-Nash (BNN) dynamics (see e.g. Fudenberg and Levine, 1998) where users look at the “excess delays”

$$\psi_{ia}(x) = [\omega_i(x) - \omega'_{ia}(x)]^+ = \max \{\omega_i(x) - \omega'_{ia}(x), 0\} \tag{6.87}$$

and update their traffic flows according to the differential equation:

$$\frac{dx_{ia}}{dt} = \psi_{ia}(x(t)) - \psi_i(x(t)), \tag{6.88}$$

where $\psi_i(x) = \rho_i^{-1} \sum_i x_{ia} \psi_{ia}(x)$. On the negative side, these dynamics require users to monitor delays even along paths that they do not employ. On the other hand, they satisfy the pleasant property of “non-complacency” (Sandholm, 2001): the stationary states of (6.88) coincide with the game’s Wardrop equilibria and every solution trajectory converges to a connected set of such equilibria.

In terms of convergence to a Wardrop equilibrium, Theorem 6.12 shows that the replicator dynamics behave at least as well as the BNN dynamics (except perhaps on the boundary of $\Delta$), so there is no real reason to pick the more complicated expressions (6.87), (6.88). However, this might not be true in the presence of stochastic fluctuations: in fact, virtually nothing is known about the behavior of the BNN dynamics in stochastic environments, and this question alone makes pursuing this direction a worthwhile project.
APPLICATIONS TO WIRELESS NETWORKS

As a result of the massive deployment of IEEE 802.11 wireless networks, and in the presence of already existing large-scale mobile third-generation systems, mobile users often have several choices of overlapping networks to connect to. In fact, mobile devices that support multiple standards already exist and, additionally, significant progress has been made towards creating flexible radio devices capable of connecting to any existing standard (Demestichas et al., 2004). It is thus reasonable to expect that in the near future, users will be able to connect to different networks and to switch dynamically between them.

In such a setting, the users’ selfishness quickly become apparent: even though users have several choices to connect to, they still have to compete against each other for the finite resources of the combined network. Hence, this situation can be modelled by a non-cooperative game, a practice that is rapidly becoming one of the main tools in the analysis of wireless networks.1

The scenario that we will analyze in this chapter consists of an unregulated wireless network where \( N \) heterogeneous users (e.g., mobile devices) can connect wirelessly to one of \( B \) nodes (possibly employing different standards). The users’ (inherently selfish) objective is to maximize their individual downlink throughput, but, being heterogeneous, they differ vastly in their approach to obtain this goal. For example, users may have different tolerance for delay, or may wish to employ different “betting” schemes to download data at the lowest price. Thus, in general, users will have a different set of strategies to pick from, fixed at the outset of the game, and unknown to all other users.

Now, given that the users must share the nodes’ resources, their objectives will lead to non-trivial competition: lacking a coordinating entity, the users seem to have no hope of reaching an organized, equilibrial state. One way to overcome this hurdle is if users base their decisions on a broadcast signal: for instance, all (or a subset) of the wireless nodes could be synchronously broadcasting a random finite length integer that it is received by all users.2 Then, one might hope that, as the game is played again and again, sophisticated users develop an insight into how other users respond to the same stimulus and, eventually, learn to coordinate their actions.

From a game-theoretic standpoint, this was precisely the seminal idea behind Aumann’s work on correlated games in (Aumann, 1974, 1987): players simply base their decisions on their observations of the “states of the world”.

---

1 For example, game-theoretic techniques have been used to optimize transmission probabilities (MacKenzie and Wicker, 2001), and also to calculate the optimal power allocation (Bonneau et al., 2005, 2007; Meshkati et al., 2006, 2005; Palomar et al., 2003) or even the optimal transmitting carrier (Meshkati et al., 2006). On a similar note, Chandra et al. (2004) and Shakkottai et al. (2007) considered the possibility of connecting to several access points using a single WLAN card, while the competition between service providers has been analyzed by Halldorsson et al. (2004), Zemlianov and de Veciana (2005) and Felegyhazi et al. (2007).

2 This could be imposed by any public-minded authority, such as the Federal Communications Commission (FCC) in the US.
Similar games have also been studied in econophysics, particularly after the introduction of the *El Farol* problem by Brian Arthur (1994) and the development of the *minority game* by Challet and Zhang (1997). In both these games, players “buy” or “sell” and are rewarded when they land in the minority. Again, the key idea is that in order to decide what to do, players observe and process the game’s history with the aid of some predetermined strategies. So, by employing more often the strategies that perform better, users quickly converge to a steady state that discourages unilateral deviation. And, in a rather surprising twist, it turns out that this state is actually oblivious to the source of the players’ observations (Cavagna, 1999); in fact, it was shown in Marsili et al. (2000) that what matters is simply the *amount* of feedback that players are asked to monitor and the *number* of strategies that they use to process it.

**Outline**

It should be clear that our wireless scenario stands to gain a lot in terms of coordination by such an approach. Hence, our main goal in this chapter will be to expound this scheme in a way appropriate for selfish users in an unregulated wireless network.

As a first step towards this, we generalize and adapt the minority game of Marsili et al. (2000) to our setting: this is done in Section 7.1 where we introduce the *Simplex Game*. Then, in Section 7.2, we proceed to describe the game’s equilibria and compare them to the socially optimal states. From this comparison emerges the game’s (correlated) *price of anarchy*, a fundamental notion that was first described in Koutsoupias and Papadimitriou (1999) and which measures the distance between anarchy (equilibria) and efficiency (optimal states).

Our first important result is then obtained in Section 7.3: by iterating the game based on an exponential learning scheme, we find that players quickly converge to an evolutionarily stable equilibrium that minimizes their *frustration level* (Theorem 7.13). So, having established convergence, we proceed in Section 7.4 to actually harvest the game’s price of anarchy. Quite unexpectedly, we find that the *price of anarchy is unaffected by disparities in the nodes’ characteristics* (Theorem 7.16). Moreover, we also derive an analytic expression for the price of anarchy, based on the method of *replica analysis*, borrowed from statistical physics. This expression then allows us to study the effect of the various parameters of the network on its performance, an analysis which we supplement by numerical results.

Some calculational details that would detract one’s focus from the main discussion have been deferred to the end of the chapter.

**A Word of Warning**

At this point, the reader should be warned that this chapter marks a departure in both style and content from the previous ones: gone are the analytic growth estimates of differential operators and the firm ground of stochastic analysis on which they stood. These are now replaced by the bewildering mazes of replica theory on whose corridors physicists have been all too happy to navigate by clairvoyant senses, but which mathematicians have only recently begun to chart and survey.

This is also the source of an ironic (and, perhaps, iconic) incongruity: this most intuitive chapter is also the one with the most “engineering” content. On the face of it, this irony is not easily felt: after all, who would disagree that the engineering genius of an Archimedes, a Fourier or a Tesla was guided by anything but intuition? Nevertheless, the engineering field of today, mired as it is by unnavigable swamps of technical details and obscure acronyms,
seems to be plagued by “rigoritis”, that condition of the scientific mind which puts overwhelming emphasis on the merest trifles of notational consistency (extending even to the level of typography), leaving far too little room for what mathematicians call “Rigor True”.

I sincerely wish that I were able to give precise meaning to some of the replica-theoretic notions that abound in this chapter (or, equivalently, to have been able to truly understand them). However, as can be seen by the plethora of papers by Guerra, Talagrand and other modern-day giants of probability, this endeavor would require much more than a dissertation in itself. So, in ending this cautionary note, we should stress that this chapter must be taken for what it is: a collection of conjectures and the sketchy calculations that support them, waiting patiently (and unapologetically) for the firm foundations of spin-glass theory to be laid down.

### 7.1 The Simplex Game

As mentioned in the introduction, our scenario consists of an unregulated wireless network where a large number $N$ of users seek to connect wirelessly to $B$ nodes, possibly using different wireless standards. To describe this setup, we will assign to every node $r = 1, \ldots, B$ a single user spectral efficiency $c_r$ (which may well depend on $r$ when different nodes employ different standards). In this case, we will model the throughput of a user connected to node $r$ by:

$$T_r = \frac{c_r}{N_r}$$  \hspace{1cm} (7.1)

where $N_r$ is the number of users connected to node $r$ (for simplicity we assume that all users have the same transmission characteristics).

Despite the simplicity of this throughput model, it has been shown to be of the correct form for TCP and UDP protocols in IEEE 802.11b systems (Shakkottai et al., 2007), if we limit ourselves to a single class of users. Furthermore, in the case of third-generation best-effort systems, the realistic total cell-service throughput is approximately constant beyond a certain number of connected users Kogiantis et al. (2001). Thus, it is a reasonable approximation to assume that the user throughput behaves as \( (7.1) \) for single-class mobiles.

This model for the throughput is flexible enough to account for parameters that affect users’ bias towards a node; e.g. we can incorporate pricing by modifying $c_r$ to $c_r(1 - p_r)$ where $p_r$ reflects the price per bit. In this way, we may renormalize\( (7.1) \) to:

$$\tilde{u}_r = y_r / N_{r},$$  \hspace{1cm} (7.2)

where the (non-negative) coefficients $y_r$ are normalized to unity ($\sum_{r=1}^{B} y_r = 1$) and represent the “effective strength” of the node $r$ as a function of its attributes and characteristics; in other words, if $\mathcal{B} = \{1, \ldots, B\}$ is a set of $B$ nodes, then every “strength” distribution on $\mathcal{B}$ may be represented by a point in the simplex $\Delta_{\mathcal{B}} \equiv \Delta(\mathcal{B})$. The nodes can freely manipulate the relative value of their node strength, in order to maximize their gain. However, this is assumed to take place at slower time-scales and therefore these numbers will be assumed fixed throughout our analysis.\(^3\)

We may now note that the core constituents of a (finite) congestion game are all present: $N$ players (users) are asked to choose one of $B$ facilities (nodes), their

\(^3\) Obviously, nodes of zero strength (e.g. negligible spectral efficiency) will not appeal to any reasonable user and can be dropped from the analysis.
payoff given by the throughput of (7.2). Of course, from this game-theoretic standpoint, the “fairest” user distribution is the Nash allocation of \( y_i \) users to node \( r \): when distributed in this way, users receive a payoff of \( \hat{u}_0 = 1 \) and no one could hope to earn more by a unilateral deviation to another node. As a result, the users’ discomfort can be gauged by contrasting their payoff to the Nash value, a comparison which yields:

\[
\hat{u}_r - \hat{u}_0 = \frac{y_r N}{y_r N + N_r - y_r N} - 1 = \frac{y_r N - N_r}{y_r N} + O(1/N).
\] (7.3)

We will thus focus on the leading term of (7.3) and introduce the linearized payoffs:

\[
u_r = 1 - \frac{N_r}{y_r N}.
\] (7.4)

It can easily be seen that the Nash equilibria of the game remain invariant under this linearization; hence, the two payoffs (7.2) and (7.4) will be equivalent in terms of social fairness.5

More importantly for our purposes, this approximation allows us to express a user’s payoff in a particularly elegant and revealing form. To that end, we first introduce a collection of \( B \) vectors in \( \mathbb{R}^{B-1} \) (and not \( \mathbb{R}^B \)) that we will use to model the nodes:

**Definition 7.1.** Let \( \mathcal{B} = \{1, \ldots, B\} \) be a set of \( B \) nodes, and let \( y = \sum y_r e_r \in \text{Int}(\Delta_B) \) be a strength distribution on \( \mathcal{B} \).6 A \( y \)-simplex (or \( y \)-appropriate simplex) will be a collection of \( B \) vectors \( q_r \in \mathbb{R}^{B-1} \), \( r = 1, \ldots, B \), such that:

\[
q_r \cdot q_l = -1 + \frac{\delta_{rl}}{\sqrt{y_r y_l}} \quad \text{for all } r, l = 1, \ldots, B.
\] (7.5)

**Remark.** Extending our notational conventions, we will identify the set of nodes \( \mathcal{B} \) with any \( y \)-appropriate simplex on \( \mathcal{B} \) once a strength distribution \( y \in \Delta_B \) has been prescribed – this is also the reason behind the somewhat sloppy choice of notation \( \Delta_B \equiv \Delta(\mathcal{B}) \).

Though running a bit ahead of ourselves, it is important to note here the geometric property of \( y \)-simplices which lies beneath Definition 7.1:

**Lemma 7.2.** Let \( \mathcal{B} = \{q_r\}_{r=1}^B \) be a \( y \)-appropriate simplex for \( B \) nodes. Then:

\[
\sum_r y_r q_r = 0 \quad \text{and} \quad \sum_r y_r q_r^2 = B - 1.
\] (7.6)

**Proof.** To establish the first part, note that:

\[
\left( \sum_r y_r q_r \right)^2 = \sum_{r,l} y_r y_l q_r \cdot q_l = \sum_{r,l} y_r y_l \left(-1 + \frac{\delta_{rl}}{\sqrt{y_r y_l}}\right) = 0,
\] (7.7)

and the second part follows by a similar calculation. \( \square \)

The intuitive idea behind this lemma should be pretty clear: a \( y \)-simplex behaves just like a standard simplex whose vertices have been “weighted” by the strengths \( y_r \). This analogy is a perfect fit for the linearized expression

---

4 This is a simple version of “water-filling” for selfish resource allocation (Lai and el Gamal (2006)); it is also interesting to note that this allocation is Pareto-efficient.

5 This is also verified by numerical experiments in figure 6.4.

6 To clear up any confusion: \( \text{Int}(\Delta_B) = \{y \in \mathbb{R}^B : y_r > 0 \text{ and } \sum y_r = 1\} \).
(7.4): indeed, if \( N_r \) players choose \( q_r \in \mathcal{B} \), we may consider the aggregate \( q = \sum_{l=1}^{B} N_l q_l \) and obtain by (7.5):

\[
q_r \cdot q = \sum_l N_l q_r \cdot q_l = -N \left( 1 - \frac{N_r}{y_r N} \right).
\] (7.8)

We then get the very useful expression for the payoffs (7.4):

\[
u_r = 1 - \frac{N_r}{y_r N} = -\frac{1}{N} q_r \cdot q = -\frac{1}{N} q_r \cdot \sum_{l=1}^{N} q_l
\] (7.9)

where \( r_i \) indicates the choice of player \( i \). Thus, by Lemma 7.2, we see that the (pure) Nash equilibria of the game will be characterized by:

\[
q = \sum q_r r_r = \sum r_l y_l N_r = 0
\] (7.10)

i.e. the game will be at equilibrium when the players’ choices balance out the weights \( y_r \) at the vertices of the simplex.

On the other hand, it is not immediately obvious whether such \( y \)-appropriate simplices exist for a given strength distribution \( y \in \text{Int}(\Delta_B) \). This is guaranteed by the following lemma:

**Lemma 7.3.** There exists a \( y \)-simplex \( \mathcal{B} = \{ q_r \}_{r=1}^{B} \subseteq \mathbb{R}^{B-1} \) for any \( y \in \text{Int}(\Delta_B) \).

**Proof.** Begin by selecting a vector \( q_1 \in \mathbb{R}^B \) such that \( q_1^2 = \frac{1}{y_1} - 1 \) and choose \( q_{r+1} \in \mathbb{R}^B \) inductively so that it satisfies (7.5) when multiplied by \( q_1, \ldots, q_r \). Such a selection is always possible for \( r \leq B-1 \) thanks to the dimension of \( \mathbb{R}^B \); for a vector space of lesser dimension, this is no longer the case.7

In this way, we obtain \( B \) vectors \( q_r \in \mathbb{R}^B \) that satisfy (7.5); our construction will be complete once we show that \( \mathcal{B} \) is contained in some \((B-1)\)-subspace of \( \mathbb{R}^B \). However, as in the proof of Lemma 7.2, we can see that \( \sum_{r=1}^{B} y_r q_r = 0 \); this means that \( \mathcal{B} \) is linearly dependent and completes our proof. \( \square \)

We will finish our discussion of \( y \)-simplices by presenting the following key property which plays a crucial role in the calculations of Sections A.1 and A.2:

**Lemma 7.4.** Let \( \mathcal{B} = \{ q_r \}_{r=1}^{B} \subseteq \mathbb{R}^{B-1} \) be a \( y \)-simplex for some \( y \in \text{Int}(\Delta_B) \). Then:

\[
\sum_{r} y_r (q_r \cdot x)^2 = x^2 \quad \text{for all } x \in \mathbb{R}^{B-1}.
\] (7.11)

**Proof.** Since \( y \in \text{Int}(\Delta_B) \), \( \mathcal{B} \) will span \( \mathbb{R}^{B-1} \) and \( x \) may be written as a linear combination \( x = \sum_{r=1}^{B} x_r q_r \). Thus, if we let \( S = \sum_{r=1}^{B} x_r q_r \) and recall that \( \sum_{r=1}^{B} y_r = 1 \), we will have:

\[
x^2 \cdot x_r q_r q_l = -S^2 + \sum_{l=1}^{B} x_l^2 / y_l.
\]

Similarly, \( (q_r \cdot x)^2 = S^2 - 2S \sum_{r=1}^{B} x_r q_r q_l + \sum_{l=1}^{B} x_l^2 / y_l \), and an addition over \( r \) yields (7.11). \( \square \)

Unfortunately, despite these geometric characterizations, it remains unclear how the Nash allocation can be achieved in an unregulated network that lacks a central managing authority. For this reason, we will introduce a coordination mechanism akin to the one proposed by Aumann (1974, 1987). In a nutshell, Aumann’s scheme is that players observe the random events \( \gamma \) that transpire in some sample space \( \Gamma \) (the “states of the world”) and then place their bets based on these observations. In other words, players’ decisions are ordained

7 Note that \( \frac{1}{y_i} \geq \frac{1}{y_j} + \frac{1}{y_k} \) for all \( r, \ell \), so that the necessary and sufficient condition \( q_r^2 q_l^2 \geq (q_r \cdot q_l)^2 \) holds for any \( B \)-tuple of vectors which satisfy (7.5).
by their (correlated) strategies, that is, functions $f_i$ on $\Gamma$ that convert events $\gamma \in \Gamma$ to betting suggestions $f_i(\gamma)$.\footnote{These strategies are called correlated to account for the fact that they are based on the public event $\gamma \in \Gamma$ which is common to all; see also Chapter 2.}

Following Aumann (1987) and Marsili et al. (2000), we propose that a broadcast beacon transmit a \textit{training signal} $m$, drawn from some (discrete) sample space $M$. For example, the nodes could be synchronously broadcasting the same integer $m \in \{1, \ldots, M\}$, drawn from a uniform random sequence that is arbitrated by a (socially minded) government agency such as the FCC in the US. The purpose of this training beacon is to help users converge faster to a socially optimal state, because it would be to the advantage of the service providers if users settle to an “organized” state with low hopping rates and lower overheads. Thus, to process this signal, user $i$ has at his disposal $S$ $B$-valued random variables $c_{is} : M \rightarrow B$, $s = 1, \ldots, S$: these are the $i$-th user’s strategies, used to convert the signal $m \in M$ to a betting suggestion $c_{is}(m) \equiv c_{is}^m \in B$.\footnote{For the sake of simplicity, we are assuming that $\tilde{S}$ is the same for all users.} So, if user $i$ selects strategy $s_i$, the collection of maps $c_{is_i} \in B^M$, $i \in N$ will be a \textit{correlated strategy} in the sense of Aumann (1987) (contrast with the $f_i$ above and our discussion in Chapter 2).

However, unlike Aumann (1987), we cannot assume that users develop their strategies after careful contemplation on the “states of the world”. After all, it is quite unlikely that a user will have much time to think in the fast-paced realm of wireless networks. Consequently, we envision that when the game begins, each user randomly “preprograms” $S$ strategies, drawn randomly from the set $B^M$ of all possible maps $M \rightarrow B$. Of course, since we assume users to be heterogeneous, they will program their strategies in wildly different ways and independently of one another. Still, rational users will exhibit a predisposition towards stronger nodes, and, to account for this, we posit that:

$$P(c_{is}^m = q_r) = y_r$$  \hspace{1cm} (7.12)

i.e. the probability that user $i$ programs node $q_r$ as response to the signal $m$ is just the node’s strength $y_r$.\footnote{In this way, each strategy consists of a random hopping pattern \textit{biased} towards the strongest nodes, similar to a biased hopping pattern of OFDM users.} In other words, the strategies are picked in anticipation of the presence of other users; if each user were expecting to play alone, he would have picked strategies that would make him bet on the strongest node.

At this point, it is probably best to collect all of the above in a formal definition:

\textbf{Definition 7.5.} Let $y \in \text{Int}(\Delta_B)$ be a strength distribution for $B$ nodes. Then, a $y$-appropriate \textit{simplex game} $\mathcal{G}$ consists of:

1. A set of players $N = \{1, \ldots, N\}$.

2. A set of nodes $B = \{q_r\}_{r=1}^B$, where $B \subseteq \mathbb{R}^{B-1}$ is a $y$-simplex.

3. A set of signals $M = \{1, \ldots, M\}$, endowed with the uniform measure $q_0(m) = \frac{1}{M}$; the ratio $\lambda = M/N$ will be called the \textit{training parameter}.

4. A set of strategy choices $S = \{1, \ldots, S\}$; also, for each player $i \in N$, a probability measure $p_i = \sum_s p_is\varepsilon_s \in \Delta(S)$ on $S$, representing a \textit{mixed strategy} of player $i$. 

Broadcasts and correlated strategies.
5. A strategy matrix $c : N \times S \times M \to B$ where $c(i, s, m) \equiv c_{is}^m \in B$ is the node that the $s$-th strategy of user $i$ indicates as response to the signal $m \in M$, the entries of $c$ being drawn randomly based on (7.12) above.

Furthermore, we also endow the sample space $\Omega \equiv M \times S^N$ with the product probability measure $\varrho_0 \times \prod_{i=1}^N p_i$, and define the following:

6. An instance of $\mathcal{G}$ will be an event $\omega = (m, s_1, \ldots, s_N)$ of $\Omega$;

7. The bet of player $i$ will be the $B$-valued random variable $b_i(\omega) = c(i, s_i, m)$; similarly, the players’ aggregate bet will be $b = \sum_{i=1}^N b_i$;

8. The payoff to player $i$ will be given by the random variable $u_i = -\frac{1}{N} b_i \cdot b$.

Thus, similarly to the minority game of Challet and Zhang (1997) and Marsili et al. (2000), the sequence of events that we intuitively envision is as follows:

- In the “initialization” phase (steps 1-5), players program their strategies by drawing the strategy matrix $c$.
- In step 6, the signal $m$ is broadcasted and, based on $p_i$, players pick a strategy $s \in S$ to process it with: $p_{is}^m$ is the probability that user $i$ employs his $s$-th strategy.
- In steps 7-8, players connect to the nodes that their strategies indicate $(b_i(m, s_1, \ldots, s_N) = c_{is}^m)$ and receive the linear payoff (7.4): by (7.9), each of the $N_r$ users that end up connecting to node $q_r$ receives:

$$-\frac{1}{N} g_r \cdot \sum_{r=1}^{N_r} N_q q_r = 1 - \frac{N_r}{y r N_r}. \quad (7.13)$$

- The game is then iterated by repeating steps 6-8.

As usual, the payoff that corresponds to the (mixed) profile $p = (p_1, \ldots, p_N)$ will be the multilinear expectation:

$$u_i(p) = \sum_{s_1 \in S_1} \cdots \sum_{s_N \in S_N} p_1 s_1 \cdots p_N s_N u_i(s_1, \ldots, s_N). \quad (7.14)$$

However, to avoid carrying around cumbersome sums like this, we will follow the notation of Marsili et al. (2000) and use $\langle \cdot \rangle$ to indicate expectations over a particular player’s mixed strategy, that is:

$$\langle u_i \rangle = \langle p_i \rangle u_i. \quad (7.15)$$

In a similar vein, given that we will frequently need to average over the training signals as well, we will also use an overline to denote averaging over $M$:

$$\bar{a} = \frac{1}{M} \sum_m a^m. \quad (7.16)$$

These two conventions will come in very handy, so we will use them freely in the rest of this chapter – this is also the reason that we abandoned the $\langle \cdot, \cdot \rangle$ notation that we used for the Euclidean product in the previous chapters.

---

11 At this point, it is important to note that for 2 identical nodes ($B = \{-1, 1\}$), the simplex game reduces exactly to the original minority game of Marsili et al. (2000).
7.2 SELFISHNESS AND EFFICIENCY

Clearly now, the only way that selfish users who seek to maximize their individual throughput can come to an unmediated understanding is by reaching an equilibrial state that discourages unilateral deviation. But, since there is a palpable difference between the users’ strategic decisions \((s \in S)\) and the tactical actions that they take based on them \((c_{im} \in \mathcal{B})\), one would expect the situation to be somewhat involved.

7.2.1 Notions of Equilibrium

Indeed, it should not come as a surprise that this dichotomy between strategies and actions is reflected on the game’s equilibria. On the one hand, we have already encountered the game’s tactical equilibrium: it corresponds to the Nash allocation of \(y_r N\) users to node \(r\). On the other hand, given that users only control their strategic choices, we should also examine Aumann’s strategic notion of a correlated equilibrium as well.

To that end, recall that a correlated strategy is a collection \(f \equiv \{f_i\}_{i=1}^N\) of maps \(f_i : M \rightarrow \mathcal{B}\) (one for each player) that convert the signal \(m\) to a betting suggestion \(f_i(m) \in \mathcal{B}\). We will then say that a (pure) correlated strategy \(f\) is at equilibrium for player \(i\) when, for all perturbations \((f_i; g_i) = (f_1, \ldots, g_i, \ldots, f_N)\) of \(f\), player \(i\) gains more (on average) by sticking to \(f_i\), i.e. \(u_i(f) \geq u_i(f_i; g_i)\), where \(u_i\) is the payoff of the \(i\)-th user and the expectation is taken over all \(m \in M\). When this is true for all players \(i \in N\), \(f\) will be called a correlated equilibrium.

As we saw before, if the \(i\)-th user picks his \(s_i\)-th strategy, the collection \(\{c_{is} : M \rightarrow \mathcal{B}\}_{i=1}^N\) is a correlated strategy, but the converse need not hold: in general, not every correlated strategy can be recovered from the limited number of preprogrammed strategic choices. Thus, users will no longer be able to consider all perturbations of a given strategy, and we are led to:

**Definition 7.6.** In the setting of definition 7.5, a strategy profile \(p = (p_1, \ldots, p_N)\) will be called a constrained correlated equilibrium when, for all strategies \(s \in S\), and for all players \(i \in N\):

\[
\frac{1}{M} \sum_m u_i(m, p) \geq \frac{1}{M} \sum_m u_i(m, p_{-i}; s). \tag{7.17}
\]

As before, the set of all such equilibria of \(\mathcal{G}\) will be denoted by \(\Delta^* \equiv \Delta^*(\mathcal{G})\).

In this way, a (constrained) correlated equilibrium represents anarchy in our setting. With no one to manage the users’ selfish desires, the only thing that deters them from unilateral deviation is their expectation of (average) loss. Conceptually, this is pretty similar to the notion of a Nash equilibrium, the main difference being that, in a correlated equilibrium, one is averaging the payoff over the training signals.

This last analogy will be very useful to us, so we will make it precise by introducing the associated correlated form of the simplex game:

**Definition 7.7.** The correlated form of a simplex game \(\mathcal{G}\) is a game \(\mathcal{G}^c\) with

---

12 There is a total of \(B^{MN}\) correlated strategies but users can recover at most \(S^N\) of them. In fact, this is why preprogramming is so useful: it would be highly unreasonable to expect a given user to process in a timely fashion the exponentially growing number of \(B^M\) (as compared to \(S\)) strategies.
Recall that a simplex game \( M \) implies that the value comparison between two strategies \( s \) and \( u \) is the game’s aggregate payoff \( u \). So, after some similar algebra for \( u \), it is not clear how to construct such a potential. Nevertheless, a good candidate of a game’s potential simply for the sake of future convenience.

### 7.2.2 Harvesting the Equilibria

So, our next goal will be to understand the Nash equilibria of \( \mathcal{G}^c \). To begin with, a brief calculation shows that for a mixed profile \( p = (p_1, \ldots, p_N) \), the (expected) payoff \( u_i^c \) to player \( i \) will be:

\[
u_i^c(p_1, \ldots, p_N) = -\frac{1}{N} \left( \langle c_i \rangle - \sum_{j \neq i} \langle c_j \rangle + \langle c_i^2 \rangle \right), \tag{7.19}\]

the averaging notations \( \langle \cdot \rangle \) and \( \langle \cdot, \cdot \rangle \) being as in the end of Section 7.1. Thus, given the similarities of our game with congestion games, it might be hoped that its Nash equilibria can be harvested by means of a potential function, i.e., a function which measures the payoff difference between users’ individual strategies. More concretely, a potential function \( U \) for \( \mathcal{G}^c \) will satisfy:

\[
u_i^c(p_{-i}; s_1) - u_i^c(p_{-i}; s_2) = U(p_{-i}; s_1) - U(p_{-i}; s_2), \tag{7.20}\]

for any mixed profile \( p = (p_1, \ldots, p_N) \) and any two strategic choices \( s_1, s_2 \) of player \( i \). Obviously then, if a potential function exists, its local maxima will be Nash equilibria of the game — we are inverting here the usual definition (2.10) of a game’s potential simply for the sake of future convenience.

Unfortunately however, since \( \mathcal{G}^c \) does not have an exact congestion structure, it is not clear how to construct such a potential. Nevertheless, a good candidate is the game’s aggregate payoff \( u^c = \sum_i u_i^c \).

Indeed, if player \( i \) chooses strategy \( s \), \( u^c \) becomes:

\[
u^c(p_{-i}; s) = -\frac{1}{N} \sum_{k \neq i} \langle c_k \rangle - \langle c_k^2 \rangle + \frac{1}{N} \sum_{k \neq i} \langle c_k^2 \rangle - \frac{2}{N} \sum_{k \neq i} \langle c_k \rangle + \frac{2}{N} \sum_{k \neq i} \langle c_k \rangle - \langle c_k \rangle - \langle c_k^2 \rangle. \tag{7.21}\]

So, after some similar algebra for \( u_i^c(p) = u_i^c(p_{-i}; s) \), we obtain the following comparison between two strategies \( s_1, s_2 \in \mathcal{S} \):

\[
u^c(p_{-i}; s_2) - u^c(p_{-i}; s_1) = 2 \left( u_i^c(p_{-i}) - u_i^c(p) \right) + \frac{1}{N} \left( c_{i_2}^2 - c_{i_1}^2 \right). \tag{7.22}\]

Now, given the preprogramming (7.12) of \( c \), we note that \( (c_{i}^m)^2 \) takes on the value \( q_i^2 = -1 + \frac{1}{y_i} \) with probability \( y_i \). Hence, the central limit theorem implies that \( \frac{1}{M} \sum_{m=1}^{M} (c_{i}^m)^2 \) will have mean \( \sum_i y_i (\frac{1}{y_i} - 1) = B - 1 \) and variance \( \frac{1}{M} \sum_i \left( \frac{1}{y_i} - B \right) \), the latter being negligible unless \( y \) is too close to the faces of \( \Delta_B \). To quantify this in more precise terms, we are led to:

\[\text{Recall that } M = \lambda N = O(N).\]
Definition 7.8. A distribution $y \in \text{Int}(\Delta_B)$ will be called proper when:

$$\frac{1}{B-1} \sum_s \left( \frac{1}{y_r} - B \right) = \mathcal{O}(1); \text{ otherwise, } y \text{ will be called degenerate.} \quad (7.23)$$

Degeneracy in a strength distribution $y \in \Delta_B$ simply indicates that certain nodes have extremely low strength scores that make any reasonable user shun them. So, in the case of such a disparity, one should proceed by removing these weaker nodes from the analysis (i.e. reduce $B$ and modify $y$ accordingly), until the above definition holds. In this way, we lose no generality by taking $y$ to be proper and, henceforward, this will be our working assumption.

With this in mind, the last term of (7.22) will be on average 0 and with a variance of lesser order than the first term. We thus obtain:

$$u^y(p_{-j}; s_2) - u^y(p_{-j}; s_1) \sim 2 \left( u^y_i(p_{-j}; s_2) - u^y_i(p_{-j}; s_1) \right) \quad (7.24)$$

i.e. the aggregate payoff $u^y$ is indeed a potential function for the game $G^y$ in the asymptotic limit $N \to \infty$. In other words, we have proven:

Lemma 7.9. Let $G$ be a simplex game for $N$ players. Then, as $N \to \infty$, the maxima of the averaged aggregate $u^y = \sum_{i=1}^N \bar{u}_i$ will correspond (almost surely) to correlated equilibria of $G$.

7.2.3 Anarchy and Efficiency

Of course, one would expect quite the gulf between anarchic and efficient states: after all, players that only have their selfish interests at heart are hardly the ones to rely upon for social efficiency. In the context of networks, this contrast is frequently measured by the price of anarchy, a notion first introduced in Koutsoupias and Papadimitriou (1999) as the (coordination) ratio of the maximum attainable aggregate payoff to the one attained at the game’s equilibria. Then, depending on whether we look at worst or best-case equilibria, we get the pessimistic or optimistic price of anarchy respectively.

In a simplex game $G$, the aggregate payoff is equal to:

$$u = \sum_{i=1}^N u_i = -\frac{1}{N} \sum_{i=1}^N b_i \cdot \sum_{j=1}^N b_j = -\frac{1}{N} b^2, \quad (7.25)$$

and attains a maximum of $u_{\text{max}} = 0$ when $b = 0$. So, if we recall by (7.10) that a Nash equilibrium occurs if and only if $b = 0$, we see that Nash anarchy does not impair efficiency. Clearly, neither the users, nor the agencies that deploy the wireless network could hope for a better solution!

However, this also shows that the traditional definition of the price of anarchy is no longer suitable for our purposes. One reason is that $u_{\text{max}} = 0$ and, hence, we cannot hope to get any information from ratios involving $u_{\text{max}}$. What’s more, the users’ selfishness in our setting is more aptly captured by the Aumann equilibria of definition 7.6, so we should be taking the signal-averaged $u^y$ instead of $u$. As a result, we are led to:

---

14 After all, the weaker nodes would not be able to serve more than $\mathcal{O}(\sqrt{N})$ users: the overall effect of this reduction is inconsequential.

15 It is important to note here that the large $N$ assumption can be completely dropped for the symmetric case $y_1 = \cdots = y_B$. Actually, the farthest $y$ is from the faces of $\Delta_B$, the smaller the impact of the number of users will be.

16 This actually highlights a general problem with the price of anarchy: it does not behave well with respect to linear changes to the payoff functions.
**Definition 7.10.** Let $\mathcal{G}$ be a simplex game for $N$ players and $B$ nodes. Then, if $p = (p_1, \ldots, p_N)$ is a mixed strategy profile of $\mathcal{G}$, we define its **frustration level** to be:

$$R(p) = -\frac{1}{B-1}u^c(p) = \frac{1}{N(B-1)} \frac{1}{M} \sum_m b^2(p), \quad (7.26)$$

that is, the average distance from the Nash solution $b = 0$. Also, the game’s **correlated price of anarchy** $R(\mathcal{G})$ is defined as:

$$R(\mathcal{G}) = \inf \{R(p) : p \in \Delta^*(\mathcal{G})\} \quad (7.27)$$

i.e. the minimum value of the frustration level over the set $\Delta^*(\mathcal{G})$ of the game’s constrained correlated equilibria.

Some remarks are now in order: first and foremost, we see that the frustration level of a strategy profile measures (in)efficiency by contrasting the average aggregate payoff to the optimal case $u_{\text{max}} = 0$ (the normalization $\frac{1}{B-1}$ has been introduced for future convenience). So, with correlated equilibria representing the anarchic states of the game, we remain justified in the eyes of Koutsoupias and Papadimitriou (1999) by calling $R(\mathcal{G})$ the price of anarchy: the only thing that sets us apart is that, instead of a ratio, we are taking the difference.

Moreover, one might wonder why we do not consider the pessimistic version by replacing the inf of the above definition with a sup. The main reason for this is that in the next section, we will present a scheme with which users will be able to converge to their *most efficient* equilibrium. Thus, there is no reason to consider worst-case equilibria as in Koutsoupias and Papadimitriou (1999): we only need to measure the price of sophisticated anarchy.

# 7.3 Iteration and Evolution

As in the previous chapters, the main idea behind the learning scheme with which players will converge to a sophisticated equilibrium is that of “exponential learning”: users keep track of their strategies’ performance over time and that they employ more often those that yield better payoffs. The details of this evolutionary scheme are presented in section 7.3.1 and then, in section 7.3.2, we proceed to show that the evolutionarily stable states correspond to the game’s correlated equilibria. In fact, we will see that as the players’ mixed strategies $p_i$ evolve over time, their frustration level is minimized and they settle down to the most efficient equilibrium: on average, they will be as close as possible to the optimal solution.

## 7.3.1 Evolutionary Dynamics

Evidently, as the simplex game is played again and again, rational users will want to maximize the payoff they receive by employing more often the strategies that perform better. The most obvious way to accomplish this is to “reward” a strategy when it performs well and penalize it otherwise:

**Definition 7.11.** Let $\mathcal{G}$ be a simplex game as in definition 7.5, and let $\omega = (m, s_1, \ldots, s_N)$ be an instance of $\mathcal{G}$. Then, the **reward** to the $s$-th strategic choice of player $i$ is the random variable:

$$W_{is}(\omega) = \frac{1}{M} u(m, s_{-i}; s) = -\frac{1}{MN} c_{is} \left( b(\omega) + \left( c_{is} - c_{is}^m \right) \right) \quad (7.28)$$
In other words, the reward \( W_{is} \) that player \( i \) awards to his \( s \)-th strategy is (a fraction of) the payoff that the strategy would have garnered for the player in the given instance – the rescaling factor \( \frac{1}{N} \) has been introduced so that there be no noticeable effect on a strategy’s ranking until it has been checked against at least \( O(M) \) of the possible training signals.

A seeming problem with the above definition is that users will have to rate all their strategies, i.e. they must be able to calculate the payoff even of strategies they did not employ. Hence, given that the payoff is a function of the aggregate bet \( b \), it would seem that in order to carry out this calculation, users would have to be informed at each step of every other user’s bet, a prospect that downright shatters the unregulated premises of our setting. However, a more careful consideration of (7.9) reveals that it suffices for users to know the distribution of users among the nodes, and this is something that is small enough to be broadcasted by the nodes along with the signal \( m \). Thus, in the language of Marsili et al. (2000), users can be considered sophisticated because they account properly for their own impact on the aggregate bet \( b \).

So, let \( \omega(t) \) be a sequence of instances of \( \emptyset \) \((t = 0, 1, \ldots)\). Then, the ranking of a player’s strategic choices will be achieved via the strategy scores:

\[
U_{is}(t + 1) = U_{is}(t) + W_{is}(\omega(t))
\]  

(7.29)

where we set \( U_{is}(0) = 0 \), reflecting the fact that there is no prior predisposition towards any given strategy. Needless to say, users will want to employ more often their highest scoring strategies, the precise model given by the familiar evolutionary scheme of exponential learning (see also Marsili et al., 2000):

\[
p_{is}(t) = \frac{e^{\Gamma_{s}U_{is}(t)}}{\sum_{\delta} e^{\Gamma_{\delta}U_{i\delta}(t)}}
\]  

(7.30)

where \( \Gamma_{i} \) represents the learning rate of player \( i \in N \).

Now, as a first step to understand the dynamical system described by (7.30), note that the evolution of players actually takes place over the time scale \( \tau = t/M \) – it takes users an average of \( M \) iterations to notice a distinct change in the scores of their strategies (7.28). In this time scale, the score of a strategy will have been modified by:

\[
\delta U_{is} = \sum_{t=\tau}^{\tau+M} W_{is}(\omega(t)) = -\frac{1}{MN} \sum_{t=\tau}^{\tau+M} \left( c_{is}^{m(t)} \cdot \sum_{j \neq i} c_{js}^{m(t)} + (c_{is}^{m(t)})^{2} \right).
\]  

(7.31)

However, by the central limit theorem, we obtain:

\[
\sum_{j \neq i} c_{j\delta}^{m(t)} \sim \sum_{j \neq i} \left< c_{j}^{m(t)} \right>,
\]  

(7.32)

and, under some mild ergodicity assumptions, we can also approximate the time average \( 1/M \sum_{t=\tau}^{\tau+M} (\cdot) \) by the ensemble average \( 1/M \sum_{m=1}^{M} (\cdot) \). In this way, the change in a strategy’s score after \( M \) iterations will be asymptotically approximated by:

\[
\delta U_{is} \sim -\frac{1}{N} \left< c_{is} \sum_{j \neq i} \left< c_{j} \right> - c_{is}^{2} \right> = \mu_{i}^{c}(p_{-i};s)
\]  

(7.33)

\[\text{Actually, the signal itself could be the user distribution of the previous stage. Cavagna (1999) showed that the distinction between real and fake memory has a negligible impact.}\]
Implicit in the above is the assumption that $p_{is}$ changes very slowly with respect to $t$, a caveat that breaks down if the learning rates $\Gamma_i$ are too high (i.e. when we freeze down to a “hard” best-response scheme). So, if we stay clear of this critical value, we may descend to continuous time and differentiate (7.30) to obtain the replicator equation:

$$\frac{dp_{is}}{d\tau} = \Gamma_i p_{is} \left( u_i^c(p) - u_i^c(p_{-i};s) \right)$$  \hspace{1cm} (7.34)

### 7.3.2 The Steady States

As we have already noted, the above dynamics are extremely powerful: first of all, from an evolutionary point of view, we see that they are the standard multi-population replicator dynamics for the correlated form $\mathcal{G}^c$ of the game, and, as such, they will adhere to the multi-population version of the folk theorem: the asymptotically stable states of (7.34) are just the (strict) Nash equilibria of the underlying game (in our case $\mathcal{G}^c$). But, since a strategy profile is a Nash equilibrium for the correlated game $\mathcal{G}^c$ if and only if it is a correlated equilibrium for the original game $\mathcal{G}$, this proves:

**Lemma 7.12.** Let $\mathcal{G}$ be a simplex game, iterated under the exponential learning scheme of (7.30). Then, as $N \to \infty$, a mixed strategy profile $p = (p_1, \ldots, p_N)$ will be asymptotically stable in the dynamics (7.30) (a.s.) if and only if it is a constrained correlated equilibrium of $\mathcal{G}$.

Stated more intuitively, the above lemma ensures that if the users reach a state where they are satisfied on average with their strategic choices, they will have no incentive to modify their strategies’ rankings at all. So, what remains to be seen is whether the learning scheme of (7.30) really does lead the game to such a fortuitous state.

To that end, one would expect that, as users evolve, they learn how to minimize their average frustration level and eventually settle down to a stable local minimum. On account of the existence of the (asymptotic) potential (7.24), this is indeed the case as $N \to \infty$: if we combine (7.24) and (7.34), we easily obtain:

$$\frac{du^c}{d\tau} = \frac{1}{2} \sum_i \Gamma_i \sum_s u^c(p_{-i};s) p_{is} (u^c(p_{-i};s) - u^c(p)) \geq 0$$  \hspace{1cm} (7.35)

, the last step owing to Jensen’s inequality (recall that $u^c(p) = \sum_s p_{is} u^c(p_{-i};s)$). In other words, the frustration $R = -\frac{1}{\sqrt{N}} u^c$ is a Lyapunov function for the dynamics of (7.34) and the players will converge to its global minimum:

**Theorem 7.13.** If a simplex game $\mathcal{G}$ with a large number $N$ of players is iterated under the exponential learning scheme (7.30), the players’ mixed strategies will converge (a.s.) to a strict constrained correlated equilibrium of $\mathcal{G}$ which maximizes the aggregate payoff $u^c$ over all $p \in \Delta \equiv \prod_1^N \Delta(S)$.

### 7.4 Measuring the Price of Anarchy

So far, we have seen that the dynamics of exponential learning lead the users to an evolutionarily stable equilibrium which also maximizes (on average) their aggregate payoff (given their preprogramming). Hence, as far as measuring

---

18 Marsili and Challet (2001) has a lengthy discussion on this point.
Figure 7.1: Simulation of a simplex game for $N = 50$ players that seek to connect to $B = 5$ nodes of random strengths with the help of $M = 2$ broadcasts and $S = 2$ strategies (we chose learning rates of $\Gamma_i = 20$); as predicted by theorem 7.13, players quickly converge to a steady state of minimal frustration. To justify the linearization of (7.4), we also simulated a game with the nonlinear payoff (7.1), obtaining virtually indistinguishable results. Our comparison baselines are random users who experience an average frustration $R = 1$ and action-oriented users who follow the replicator dynamics of the congestion game determined by (7.1).

Harvesting the ground state.

anarchy is concerned, we only need to calculate the level of frustration at this steady state: rather surprisingly, it turns out that the price of anarchy is independent of the distribution $y$ of the nodes’ strengths. In fact, the analytic expression that we obtain shows that it is a function only of the number $B$ of nodes in the network, the training parameter $\lambda = \frac{M}{N}$ and the number $S$ of strategies per user.

To begin with, equation (7.19) leads to the following expression for the frustration level $R(p)$ at a mixed strategy profile $p$:

$$R(p) = \frac{1}{N(B-1)} \sum_i \left( \langle c_i^2 \rangle + \sum_{j \neq i} \langle c_i \rangle \cdot \langle c_j \rangle \right)$$

(7.36)

So, by Definition 7.8 and (7.22), the first term of (7.36) will be asymptotically equal to $\frac{1}{N(B-1)} \sum_i \langle c_i^2 \rangle \sim 1$. Then, as far as the second term of (7.36) is concerned, note that the aggregate bet $b(m, p) = \sum_i \langle c_i^m \rangle$ becomes:

$$b(m, p)^2 = \sum_i \sum_{i \neq i'} p_{is} p_{is'} c_{is}^m c_{is'}^m + \sum_i \sum_s p_{is}^2 \langle c_{is}^m \rangle^2 + \sum_i \sum_{j \neq i} \langle c_i^m \rangle \cdot \langle c_j^m \rangle.$$  (7.37)

Then, to leading order in $N$, it is easy to see that this last expression has an (asymptotic) average of:

$$\frac{1}{M} \sum_m b(m, p)^2 \sim \sum_{i \neq j} \langle c_i \rangle \cdot \langle c_j \rangle + (B - 1) \sum_i \sum_s p_{is}^2.$$

(7.38)
and, hence, equations (7.36) and (7.38) finally yield:

$$R(p) \sim 1 + \frac{1}{MN(B - 1)} \sum_m b(m, p)^2 - G(p),$$  \hfill (7.39)

where the term $G(p) \equiv \frac{1}{N} \sum_s \sum_i b_{is}^2$ measures the self-overlap of strategies – see e.g. Marsili et al. (2000) or Marsili and Challet (2001).

By Definition 7.10, the game’s price of anarchy $R(\Theta)$ will simply be the minimum of $R(p)$ over the game’s equilibria. However, since Theorem 7.13 shows that the global minimum of $R$ is an equilibrium, we can simply take the minimum over all mixed profiles:

$$R(\Theta) = \min \{ R(p) : p \in \Delta \}. \hfill (7.40)$$

Minimization problems of this kind are the meat and potatoes of statistical physics, where a vast array of techniques has been developed to harvest the Statistical physics and partition functions.

Motivated by this, we introduce the partition function:

$$\mathcal{Z}(\beta, c) = \int_{\Delta} e^{-\beta NR(p)} dp$$  \hfill (7.41)

where, as before, $\Delta = \prod_1^N \Delta_s$ and $dp = \prod_{i,s} dp_{is}$ denotes the Lebesgue measure of $\Delta$. In this way, we may use the steepest descent method of asymptotic integration to write:

$$R(\Theta) = -\frac{1}{N} \lim_{\beta \to \infty} \frac{1}{\beta} \log \mathcal{Z}(\beta, c).$$  \hfill (7.42)

To proceed from here, we will make the mild (but important) assumption that, for a large number $N$ of users, it matters little which specific strategy matrix the users actually drew during the preprogramming phase. More formally:

**Assumption 7.14 (Self-averaging).** For any strategy matrix $c$, we have:

$$\log \mathcal{Z}(\beta, c) \sim \langle \log \mathcal{Z}(\beta) \rangle_{\text{all } c} \quad \text{almost surely as } N \to \infty,$$  \hfill (7.43)

the averaging $\langle \cdot \rangle$ taking place over all $B^{NSM}$ matrices $c$, drawn according to the probability law (7.12).

This is a fundamental assumption in statistical physics and describes the rarity of configurations which yield notable differences in macroscopically observable parameters. Under this light, we are left to calculate $\langle \log \mathcal{Z} \rangle$, a problem which we will attack with the help of the quasi-magical replica method.

In short, the method of replica analysis allows one to discern information about a statistical system by replicating it and studying all the copies at once. Its starting point is the fundamental identity:

$$\langle \log \mathcal{Z} \rangle = \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \log \langle \mathcal{Z}^\varepsilon \rangle$$  \hfill (7.44)

---

19 $\mathcal{Z}$ depends on the strategy matrix $c$ through the frustration level $R(p)$.
20 Essentially, this refers to the fact that $\max_{f} f = \lim_{x \to \infty} \frac{1}{x} \log \int_{D} e^{f(t)} dt$ for any measurable function $f$ on a compact domain $D$ (see e.g. Dembo and Zeitouni (1998)).
21 See Mézard et al. (1987) or Nishimori (2001) for a general discussion of the method or Marsili et al. (2000) and de Martino and Marsili (2001) for the method’s application to the minority game.
which reduces the problem to calculating powers of $\mathcal{Z}$:

$$R(\emptyset) = -\frac{1}{N} \lim_{\beta \to \infty} \lim_{\Delta \to 0^+} \frac{1}{\Delta} \langle \mathcal{Z}^n(\beta) \rangle.$$  \hspace{1cm} (7.45)

These last terms are much more manageable because, for $n \in \mathbb{N}$, we have:

$$\mathcal{Z}^n = \left( \int_{\Delta} e^{-\beta N R(p)} dp \right)^n = \int_{\Delta} \cdots \int_{\Delta} e^{-\beta N \sum \mu R(p_\mu)} dp_1 \cdots dp_N,$$  \hspace{1cm} (7.46)

that is, $\mathcal{Z}^n = \prod_{\mu=1}^n \mathcal{Z}_{\mu}$ where

$$\mathcal{Z}_{\mu} = \int_{\Delta} \exp \left( -N \beta R(p_\mu) \right) dp_\mu$$  \hspace{1cm} (7.47)

is the partition function for the $\mu$-th replica $p_\mu = \sum_i s_i p_{i\mu} e_{i\mu} \in \Delta$ of the system. Thus, thanks to equation (7.39), we obtain:

$$\langle \mathcal{Z}^n(\beta) \rangle = A^n \int_{\Delta^n} \left( e^{-\sum \mu \beta R(p_\mu)} \prod_{\mu} e_{\mu} \right)^n e^{N \beta \sum \mu \mu G_{\mu}(p)} dp_1 \cdots dp_N.$$  \hspace{1cm} (7.48)

where $A = e^{-N \beta}$, $e_{\mu}^m = b(m, p_\mu) = \sum_i \sum_s p_{i\mu} e_{i\mu}^m$ is the aggregate bet for the mixed profile $p_\mu = \sum_i s_i p_{i\mu} e_{i\mu}$ in the $\mu$th replica (given the signal $m$) and $G_{\mu}(p) = \frac{1}{N} \sum \sum s_i p_{i\mu} p_{i\mu}$. Of course, what we really need is to express $\langle \mathcal{Z}^n \rangle$ for real values of $n$ in the vicinity of $n = 0^+$. To do that, we resort to:

**Assumption 7.15** (Replica Continuity). The expression given in (7.48) for $\langle \mathcal{Z}^n \rangle$ can be continued analytically to all real values of $n$ in the vicinity of $n = 0^+$. At first glance, this assumption might appear as a blind leap of faith, especially since uniqueness criteria (e.g., log-convexity) are absent. However, such criteria can in some cases be established (see e.g., Mézard et al. (1987) and Coolen (2004)) and, moreover, the huge amount of literature surrounding this assumption and the agreement of our own analysis with our numerical results (see Figures 7.2, 7.3 and 7.4) makes us feel justified in employing it.

At any rate, after a rather long calculation (which we present in Appendix A.4), we are finally in a position to prove our first major result: the price of anarchy is not affected by disparities in the nodes’ strengths. In a more precise formulation:

**Theorem 7.16** (Independence on Node Strength). Let $y, y' \in \text{Int}(\Delta_R)$ be strength distributions for B nodes, and let $\emptyset, \emptyset'$ be simplex games for $y$ and $y'$ respectively. Then, as $N \to \infty$:

$$R(\emptyset) \sim R(\emptyset') \quad \text{almost surely.}$$  \hspace{1cm} (7.49)

**Remark.** This theorem has important consequences for our model since it reduces it to the symmetric case of $B$ nodes of equal strength: the price of anarchy depends only on the number of nodes present and not on their individual strengths.

Our next result is a quantitative criterion that expands on the above by determining the effect of (the number of) choices on the users’ frustration level. To that end, if $\emptyset$ is a simplex game for $B$ nodes, we define its *binary*
Figure 7.2: The price of anarchy (i.e. the steady-state frustration level of the game) as a function of the training parameter \( \lambda = M/N \) for \( B = 4 \) equivalent nodes is compared to that of 4 nodes employing standards with different spectral efficiencies \( \epsilon_i \); in accordance with Theorem 7.16, the presence of different standards does not affect the price of anarchy.

The price of anarchy \( \mathcal{G}_{\text{eff}} \) to be a simplex game for 2 identical nodes and a training set enlarged by a factor of \( B - 1 \) — that is, \( M_{\text{eff}} = M(B - 1) \) while everything else remains the same. Under this rescaling, the same train of calculations that is used to prove theorem 7.16 also yields:

**Theorem 7.17 (Choice Reduction).** The price of anarchy for a simplex game \( \mathcal{G} \) is asymptotically equal to that of its binary reduction \( \mathcal{G}_{\text{eff}} \); in other words, as \( N \rightarrow \infty \):

\[
R(\mathcal{G}) \sim R(\mathcal{G}_{\text{eff}}) \quad \text{almost surely.}\tag{7.50}
\]

This gives us an easy way to compare performance in unregulated networks with users of the same sophistication level (i.e. same \( S \)); in particular, if \( M_1(B_1 - 1) = M_2(B_2 - 1) \) for two networks \( \mathcal{G}_1, \mathcal{G}_2 \), these networks will have the same price of anarchy. So, for example, in the case of a power outage that takes out some access points, the network administrators will know exactly how much to increase the number of transmitted signals in order to maintain the same level of quality of service for the users.

Finally, it is important to note that theorem 7.17 essentially maps the simplex game to the minority game and allows us to port the vast array of results obtained in econophysics to our setting. As a simple illustration of the power of this “dictionary”, note that the price of anarchy of the simplex game as we defined it coincides with the volatility of the minority game (Marsili et al., 2000), rescaled by \( \frac{1}{B - 1} \). So, mutatis mutandis, and under the ansatz of replica symmetry, Theorem 7.17 and the calculations of Marsili et al. (2000) yield:

\[
R(\mathcal{G}) \sim \Theta(\lambda - \lambda_c) \left( 1 - \sqrt{\frac{\lambda_c}{\lambda}} \right)^2 \tag{7.54}
\]

where \( \Theta \) is the Heaviside step function and \( \lambda_c \equiv \lambda_c(S, B) \) is a critical value of the training parameter below which the price of anarchy vanishes.\(^\text{23}\)

\(^\text{23}\) As we show in Appendix A.2, the specific form for \( \lambda_c \) is \( \lambda_c = \zeta^2(S)/(B - 1) \), where the function \( \zeta \) is itself given by:

\[
\zeta(s) = s/2^{s-1} \sqrt{2\pi} \int_{-\infty}^{\infty} e^{-z^2} e^{sz} \, dz.
\]
Figure 7.3: The price of anarchy (averaged over 25 realizations of the game) as a function of the training parameter $\lambda = M/N$ for $N = 50$ users and various numbers of nodes ($B = 2, 3, 5, 10$) and strategies ($S = 2, 3, 4$). Perhaps surprisingly, players seem to be confused when choices abound (their efficiency deteriorates for large $B$), but an increase in sophistication (large $S$) is always to their benefit.

This expression is one of our key results because it describes the price of anarchy in terms of the game’s macroscopic parameters: the number of nodes $B$, the number of strategies $S$, and the training parameter $\lambda = M/N$ of the game. So, for completeness (and also to properly discuss the role of replica symmetry) we carry out the calculation for (7.51) in Appendix A.2.

### 7.5 A SHORT DISCUSSION

Our main goal was to analyze an unregulated network consisting of heterogeneous users that can connect to a multitude of wireless nodes with different specifications (e.g. different standards). The users’ selfish desire was to maximize their individual downlink throughput (given by the simple equation (7.2)), a fact which gives rise to competition among them, as they have to share the network’s finite resources. So, in the pursuit of order, and in the absence of a central overseer, we advocate the use of a training beacon (such
as a random integer synchronously broadcasted by the nodes. This beacon will then act as a coordination stimulus: the users process it with the aid of some preprogrammed strategies and choose a node accordingly.

In this way, users that keep records of their strategies’ performance and rank them based on the evolutionary scheme of exponential learning (7.30), quickly learn to coordinate their actions and reach an evolutionarily stable state. In figure 6.4 we see that convergence occurs within tens of iterations. Thus, if each iteration is of the order of milliseconds (a reasonable transmission timescale for wideband wireless networks), this corresponds to equilibration times of tens of milliseconds. This steady state is also stable in the sense that unilateral deviation is (on average) discouraged: it is a correlated equilibrium. Then, to measure the efficiency of users in this setting, we simply examine their distance from the optimal distribution that maximizes their aggregate throughput. Under this metric, we actually see that exponential learning leads the users to their most efficient equilibrium (given their preprogramming).

However, since the users’ rationality is bounded (i.e. they can only program and handle a small number of strategies), they will still remain at some distance from the social optimum. This is the price of (correlated) anarchy which we calculate with the method of replicas. Somewhat surprisingly, our results show that the price of anarchy does not depend on the nodes’ characteristics, but only on their number – Fig. 7.2.

In fact, our calculations provide an equivalence of our scenario with the minority game of econophysics. For starters, the analytic expression for the price of anarchy that we obtain depends only on the macroscopic parameters \( N, B, S, M \) of the system (number of users, nodes, signals and strategies per user respectively). In fact, as far as the first three parameters are concerned,
the price of anarchy is controlled by the (effective) training parameter $\lambda_{\text{eff}} = \frac{M(B-1)}{N}$.

Thanks to the above analysis, we can get quantitative results about the degree of anarchy. For example (Fig. 7.3), we see that blindly adding more nodes to a network is not a panacea: anarchy actually increases with the number of nodes because the users are not able to handle the extra complexity and cannot make efficient use of the added resources. On the other hand, if users become more sophisticated and employ a larger number of strategies, anarchy imposes a lesser price on the efficiency level (albeit at a slower rate of convergence to a stable state). In fact, for $S \gg 1 \lambda_c \approx 8(\log S)^2/(B - 1)$; hence, within the replica-symmetric ansatz, the positive values of the price of anarchy are shifted to larger values of $\lambda = M/N$.

Finally, the number of users doesn’t have to be in the regime of massively large networks: our results still hold for the much smaller numbers of users that are usually encountered in a local service area (see figure 7.4). However, when the number of users or, equivalently, the number of training signals is too small, our system does lose some of its ergodic properties. In this way, and even though training signals of smaller size generally minimize anarchy, it is generally best not to stray too far away from the critical value $\lambda_c = \frac{\zeta(S)^2}{B-1}$ of the training parameter beyond which replica symmetry collapses.
CONCLUSIONS

Over the course of the last decades, the theory of non-cooperative games has rapidly grown into the *lingua franca* for investigations in the competitive side of society, where in its broadest definition, the term “society” might well account for non-human players such as animals, bacteria, or even computers. As a result, game-theoretic ideas have met with remarkable success in analyzing competitive environments in a multitude of diverse fields, ranging from economics and political science to biology and network theory.

A common underlying feature of these considerations is that the complexity of the competing players’ interactions is so high that their deductive capabilities are simply not up to the task of processing these interactions in a timely manner. As a result, players often turn to inductive reasoning instead, hoping that they will become more efficient in the game by reinforcing those strategies that seem to perform better. In this way, we are led to a question that lies at the very heart of game theory: *what kind of behavior can be expected from selfish individuals that employ adaptive learning methods in order to thrive in a competitive environment?*

This question has been at the spearhead of game-theoretic investigations for some time now, and this thesis expounds two important facets of it. One concerns the players’ environment and asks what happens if the game does not remain stationary but is itself subject to constant disturbances (caused by nature or any other unpredictable external factor). The other is geared towards the concrete applications of learning in areas such as the economics of transportation networks, where complexity rules out centralized administration in favour of distributed learning protocols that operate at the user level.

**Learning in the presence of noise** A learning scheme which enjoys particular success in this context is that of “exponential learning”. In this procedure, players update their strategic choices based on a Boltzmann-like model which, akin to logistic fictitious play, assigns exponential weights to a player’s strategies according to their performance. In the deterministic case (where the players’ information is accurate), this procedure is equivalent to the well-understood replicator dynamics of population biology. However, if the players’ payoffs are perturbed by some exogenous random process (arising e.g. from the interference of nature with the game or from inaccuracies in the players’ observations), one obtains a new stochastic version of the replicator dynamics which is radically different from the “aggregate shocks” approach taken in evolutionary games (Fudenberg and Harris, 1992).

In stark contrast to evolutionary theory (Cabrales, 2000; Hofbauer and Imhof, 2009; Imhof, 2005), it was shown that exponential learning enables players to weed out any amount of noise and to identify suboptimal choices almost surely: strategies which are not rationally admissible die out at an exponential rate *irrespective of the perturbations’ magnitude*. More to the point,
similar conclusions hold for the game’s (asymmetric) evolutionarily stable strategies as well: strict Nash equilibria remain stochastically stable in the face of random fluctuations of arbitrary strength (Mertikopoulos and Moustakas, 2009, 2010b).

**The Routing Problem** From an applicational perspective, one of the most important optimization criteria of the users of a network (e.g. the Internet) is that of minimising the delays that they experience. Given their concurrent minimisation efforts, this leads to a competitive scenario which has two major differences from a Nash game: delays are typically nonlinear functions of the users’ traffic distributions and the leading solution concept is that of Wardrop equilibrium (related, but not equivalent to Nash’s principle).

The first significant result here was to show that if users try to minimize their delays by employing a simple learning scheme inspired by the replicator dynamics, then they quickly converge to a Wardrop equilibrium. In fact, even if the users’ delays fluctuate wildly due to noise in the network’s links, the network’s strict Wardrop equilibria remain stochastically stable regardless of the noise level; moreover, users that are patient enough converge to equilibrium almost surely. On the other hand, if there are no such equilibria and the network has no redundancy (an important new concept which measures the “linear dependence” between the users’ paths), it was shown that the long-term averages of the users’ traffic flows still become approximately stable: the users converge to a stationary distribution which is sharply concentrated in the vicinity of interior equilibria (Mertikopoulos and Moustakas, 2010a).

**The Minority Game and Wireless Networks** In an effort to further quantify the gains that can be obtained by the advent of learning methods in network design, a considerable part of this thesis was focused on the Minority Game, a game which can be used to model the behavior of a (thermodynamically) large number of users that share a limited number of “facilities”. This called for an extension of the structure of the minority game to account for non-binary choices and nonlinear payoffs, and in this “multi-choice” generalization it was shown that players converge to a correlated equilibrium whose distance from optimum play was recognized as the volatility of the original minority game market model. In fact, by borrowing the method of replica analysis from statistical physics, we obtained a sharp analytic bound for this (correlated) price of anarchy and showed that it only depends on the macroscopic parameters of the game, e.g. the players-to-facilities ratio (Mertikopoulos and Moustakas, 2007, 2008).

8.1 Some open questions

**Diffusions over Products of Simplices** One observation that was made painfully obvious during the preparation of this dissertation was that the stochastic replicator dynamics (6.35) represent, in fact, the most general diffusion process that can be written over a product of simplices. Of course, in writing down (6.35) we have made use of an underlying congestion model, delay functions, payoffs, etc. However, mutatis mutandis, it is not hard to see that the deterministic drift of (6.35) is enforced by the simplicial structure of the configuration space, while the noise term (and its possible redundancy) is, again, the most general noise term that can be written for diffusion processes of this kind.
So, in essence, what we have here is a first (but important) step into understanding the behavior of these processes. Of course, in the complete generality that this question entails, we still have a long way to go: our use of a potential function was crucial to ensure convergence to the invariant distribution, and we have not been able to do away with the effects of redundancy (which will return to haunt us as the rank of the diffusion matrix, potentially ruling out ellipticity of the diffusion’s generator). Nevertheless, the machinery that is already in place does suffice to establish local results (e.g. stochastic stability of certain vertices), so, at the very least, this approach will give us some insight into what kind of conditions are needed to obtain results of a more global nature.

Learning in nonlinear strategic environments A limiting factor in analysis so far is that, in both the social and physical sciences, there are many competitive situations which do not adhere to the linear structure of Nash games, where strategy spaces span a finite number of “pure” strategies and the players’ payoffs are multilinear over their mixed strategies. For instance, many competitive pricing models cannot be captured in this framework, and as we have already seen in the economics of transportation, most delay models are nonlinear as well.

Despite the fundamental importance of this problem, next to nothing is known about learning in such environments, mainly because it is quite difficult to establish learning schemes that respect the structure of non-affine strategy spaces. A promising first step in this direction would be to establish a theory of learning in the class of concave games introduced by Rosen (1965), where the strategy spaces are convex domains and the payoffs are concave. Such a theory could then act as a springboard from which to launch an investigation on the interplay between learning and rationality in nonlinear strategic environments.

Temporal issues From an applicational point of view, it is essential to determine the rate at which a learning scheme converges (if at all). To some extent (e.g. Theorems 5.5 and 5.6), we have already considered questions of this nature, but especially in the case of learning in environments that evolve over time (stochastically or otherwise), many issues remain open.

As far as local behavior is concerned, we are still shorn of an eigenvalue analysis for the (suitably linearized) learning dynamics near a game’s equilibria. Not only would such an analysis yield a better understanding of the phase portrait near an equilibrium (and possibly highlight new equilibrium selection criteria based on the topological properties of these portraits), but it would also give an excellent estimate of convergence rates within the attraction basins of stable equilibria. Finally, given that a great number of learning schemes (e.g. regret matching) operates in discrete time (which, on many occasions, complicates their analysis), it would be very important to determine the extent to which the “continuity of time” affects rationality, a goal which can be fruitfully explored within the framework of stochastic approximation.
Part IV

APPENDIX
A

REPLICA-THEORETIC CALCULATIONS

A.1 IRRELEVANCE OF NODE STRENGTH AND REDUCTION OF CHOICES

In this section, our main goal will be to calculate the integral expression (7.48) for \( \langle Z^n \rangle \):

\[
\langle Z^n(\beta) \rangle = A^n \int_{\Delta^n} \left( e^{-\frac{\beta}{M(B-1)} \sum \beta \sum (\frac{c}{\beta})^2} \right)^n e^{N \beta \sum \mathcal{G}_{\mu\nu}(p)} dp_1 \cdots dp_N. \tag{7.48}
\]

To do this, we begin with the fundamental property of (multi-dimensional) Gaussian integrals:

\[
e^{-\frac{x^2}{2}} = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{-\frac{z^2}{2}} dz = E_z e^{i x \cdot z}, \tag{A.1}
\]

where \( E_z \) denotes expectation over a Gaussian random vector \( z \) with values in \( \mathbb{R}^{B-1} \) and independent components \( z_1, \ldots, z_{B-1} \sim N(0,1). \) So, if \( \mathbf{z}_m^\mu = (z_{\mu,1}, \ldots, z_{\mu,B-1}) \), \( \mu = 1, \ldots, n, m \in M \), is such a vector, we immediately get:

\[
\langle e^{-\frac{\beta}{M(B-1)} \sum \beta \sum (\frac{c}{\beta})^2} \rangle = E_{\mathbf{z}_m^\mu} \langle e^{i \sum \mathcal{G}_{\mu\nu}(\mathbf{z}_m^\mu) \cdot \mathbf{x}} \rangle \tag{A.2}
\]

where we have set \( x_{is}^m = \sqrt{\frac{2\beta}{M(B-1)}} \sum \mathcal{G}_{is\mu} z_{is}^\mu \in \mathbb{R}^{B-1} \).

Therefore, by the independence of the \( c_i \)'s (recall also (7.12)), we will be able to obtain the average \( \langle \cdot \rangle \) of (A.2) over the matrices \( c \) by computing the characteristic function \( \langle e^{ix \cdot q} \rangle \) for only one of them. To that end, the following lemma will prove particularly handy – in fact, it is also one of the main reasons behind the definition of \( y \)-appropriate simplices:

**Lemma A.1.** Let \( y \in \text{Int}(\Delta_B) \) and let \( \mathcal{B} = \{ q_r \}_{r=1}^B \) be a \( y \)-appropriate simplex in \( \mathbb{R}^{B-1} \). If \( x \in \mathbb{R}^{B-1} \) and \( q \) is a random vector with \( P(q = q_r) = y_r \), then:

\[
\langle e^{ix \cdot q} \rangle = e^{-\frac{x^2}{2}} + O(|x|^3), \tag{A.3}
\]

with \( \langle \cdot \rangle \) denoting expectation over \( q \).

**Proof.** Expanding the exponential \( \langle \exp(ix \cdot q) \rangle \) readily yields:

\[
\langle e^{ix \cdot q} \rangle = \left\langle 1 + ix \cdot q - \frac{1}{2} (x \cdot q)^2 + O(|x|^3) \right\rangle \\
= 1 + ix \cdot \sum y_r q_r - \frac{1}{2} \sum (y_r q_r x)^2 + O(|x|^3) \\
= 1 - \frac{1}{2} x^2 + O(|x|^3) = e^{-\frac{1}{2} x^2} + O(|x|^3) \tag{A.4}
\]

This property is also known as the *Hubbard-Stratonovich* transformation.
the last equality stemming from lemmas 7.2 and 7.4.

In our case, $|\mu_n^m| = \mathcal{O}(M^{-\frac{1}{2}})$, so if we apply the previous lemma to each of the random vectors $c_n^m$, the average of (A.2) becomes (to leading order in $N$):

$$\langle \exp \left( i \sum_{i,\mu} n x_{is}^m \cdot c_{i}^m \right) \rangle = \exp \left( -\frac{1}{2} \sum_{i,\mu} (x_{is}^m)^2 \right) + \mathcal{O}(1/N^3/2) \sim \exp \left( -\frac{\beta}{\lambda(B-1)} \sum_{\mu,\nu} G_{\mu\nu}(p) z_{\mu}^m z_{\nu}^m \right) \quad (A.5)$$

where $\lambda = M/N$ is the game’s training parameter. In this way, we may now integrate over the auxiliary variables $z_m^m$ to obtain:

$$\mathbb{E}_{z_m^m} \left( e^{-\frac{\beta}{\pi(B-1)} \sum_{\mu,\nu} \sum_{n} (c_n^m)^2} \right) \sim \int_{\mathbb{R}^{n(M(B-1))}} \exp \left( -\frac{1}{2} \sum_{\mu,\nu} I_{\mu\nu}(p) z_{\mu}^m z_{\nu}^m \right) dz \approx \left( \int_{\mathbb{R}^{n}} \exp \left( -\frac{1}{2} \sum_{\mu,\nu} I_{\mu\nu}(p) w_{\mu} w_{\nu} \right) dw \right) \times \exp \left( -\frac{M(B-1)}{2} \log \det(J(p)) \right) \quad (A.6)$$

where we have introduced the $n \times n$ matrix $J(p) = I + \frac{2\beta}{\lambda(B-1)} G(p)$ and used the Gaussian identity:

$$\int_{\mathbb{R}^{n}} \exp \left( -\frac{1}{2} \sum_{\mu,\nu} I_{\mu\nu} w_{\mu} w_{\nu} \right) dw = |\det(J)|^{-1/2} \quad (A.7)$$

(here, tildes as in $\tilde{dw}$ denote Lebesgue measure normalized by $\sqrt{2\pi}$).

So, after these calculations, equation (7.48) finally becomes:

$$\frac{1}{A^m} \langle Z^m(\beta) \rangle \sim \int_{\mathbb{R}^n} e^{N\beta \left( \text{tr}(G(p)) - \frac{M(B-1)}{2\beta} \log \det \left( I + \frac{2\beta}{\lambda(B-1)} G(p) \right) \right) } \prod_{\mu,\nu} d\sigma$$

Clearly, this last expression is independent of $y$, a fact which proves Theorem 7.16. In addition, we observe that (A.8) remains invariant when we pass from the game $\emptyset$ to its binary reduction $\emptyset_{\text{eff}}$ with the rescaled training parameter $\lambda_{\text{eff}} = \lambda(B-1)$, thus proving Theorem 7.17 as well.

### A.2 An Analytic Expression for the Price of Anarchy

To actually calculate the integral (A.8), we will introduce a number of $\delta$-functions to isolate the integration over the strategy profiles $p_{is}$. First, we will use the integral representation of $\delta$-functions:

$$\delta \left( Q - G(p) \right) = \left( \frac{N\beta}{2\pi} \right)^{n^2} \int e^{N\beta \sum_{\mu,\nu} k_{\mu\nu} (Q_{\mu\nu} - G_{\mu\nu}(p))} \prod_{\mu,\nu} d\sigma$$

In this way, the integral in (A.8) becomes:

$$\int e^{N\beta \left[ \frac{(M-1)}{2\beta} \log \det \left( I + \frac{2\beta}{\pi(B-1)} Q \right) - \text{tr}(Q) - i \sum_{\mu,\nu} k_{\mu\nu} (Q_{\mu\nu} - G_{\mu\nu}(p)) \right]} d\sigma$$

(A.10)
where \(d\sigma = \prod_n d \rho_n \times \prod_{\rho_{\mu \nu}} d k_{\mu \nu} \times \prod_{\rho_{\mu \nu}} d Q_{\mu \nu}\) is the standard product measure on \(\Delta^n \times \mathbb{R}^{n^2} \times \mathbb{R}^{n^2}\).

However, \(p\) only appears in the last term of the above expression, which can hence be integrated separately to yield:

\[
\int_{\Delta^n} \exp \left(-i N \beta \sum_{\rho_{\mu \nu}} k_{\mu \nu} G_{\mu \nu}(p) \right) d \rho_1 \cdots d \rho_n = \prod_{i = 1}^{\infty} \int_{\Delta(S)^n} \exp \left(-i \beta \sum_{\rho_{\mu \nu}} k_{\mu \nu} \sum_s p_{is \rho \nu} p_{i s \mu} \right) \prod_{s, \mu} d p_{s \mu} = \exp \left( N \log \int_{\Delta(S)^n} e^{-i \beta \sum_{\rho_{\mu \nu}} k_{\mu \nu} \sum_s p_{s \rho \nu} p_{s \mu} \prod_{s, \mu} d p_{s \mu} \right) \right) (A.11)
\]

(recall that \(G_{\mu \nu}(p) = \frac{1}{N} \sum_s p_{is \rho \nu} p_{i s \mu}\) and \(\Delta^n = (\Delta_S)^N \times n\)). So, by descending steeply to the limit \(N \to \infty\) in order to perform the asymptotic integration over \(Q\) and \(k\), we find:

\[
\frac{1}{N} \log \langle Z^n(\beta) \rangle \sim -\beta \left( n + \frac{\lambda(\beta - 1)}{2 \beta} \log \det \left( I + \frac{2 \beta}{\lambda(\beta - 1)} Q \right) \right) - \text{tr}(Q) - i \sum_{\rho_{\mu \nu}} k_{\mu \nu} Q_{\mu \nu} - \frac{1}{\beta} \log \int_{\Delta^n} e^{-i \beta \sum_{\rho_{\mu \nu}} k_{\mu \nu} \sum_s p_{s \rho \nu} p_{s \mu} \prod_{s, \mu} d p_{s \mu} } \right) \equiv -\beta \Lambda (A.12)
\]

where the matrices \(Q\) and \(k\) have been chosen so as to extremize the function \(\Lambda\) within the brackets.

To proceed from here, we will assume a very powerful conjecture (de Martino and Marsili, 2001; Mézard et al., 1987):

**Conjecture A.2 (Replica Symmetry).** The saddle-points of \(\Lambda\) are of the form:

\[
Q_{\mu \nu} = q + (Q - q) \delta_{\mu \nu}; \quad k_{\mu \nu} = i \beta \frac{Q - q}{2} (r + (R - r) \delta_{\mu \nu}). \quad (A.13)
\]

In other words, we seek saddle-point matrices that are symmetric in replica space (the scaling factors are there for future convenience). Of course, since there is no a priori reason for the replicas to converge to the same state, this is quite the leap of faith. In fact, it has been shown by de Martino and Marsili (2001) that this assumption is not strictly valid and the authors perform the first step of replica symmetry breaking (1-RSB) in order to locate saddle points within the setting of the Parisi solution. Still, it is also shown there that replica-symmetric saddle points yield a value for \(\Lambda\) that does not differ significantly from the 1-RSB analysis, so the assumption inherent in A.2 is not expected to introduce a significant error to our computations.

Under this ansatz, we obtain:

\[
\Lambda = n + \frac{\lambda(\beta - 1)}{2 \beta} \log \det \left( 2 \beta \frac{q}{\beta - 1} + \left( 1 + \frac{2 \beta}{\lambda(\beta - 1)} Q - q \right) \delta_{\mu \nu} \right) - nQ + n \lambda \beta \frac{Q - q}{2} (Q R - q r) + n^2 \lambda \beta \frac{Q - q}{2} q r - \frac{1}{\beta} \log \int_{\Delta^m} e^{\lambda \beta \frac{Q - q}{2} (1 + \lambda \beta \frac{Q - q}{2} \sum_s p_s^2 + r + (\sum_s p_s)^2)} \prod_{s, \mu} d p_{s \mu}, \quad (A.14)
\]

where, as before, \(p_\mu\) is the generic profile \((p_{1, \mu}, \ldots, p_{S, \mu})\) in the \(\mu\)-th replica. Therefore, by noting that \(\det (q + p \delta_{\mu \nu}) = p^n \left( 1 + n \frac{q}{p} \right)\), we see that the second term of (A.14) becomes:

\[
\frac{q}{1 + \gamma} + \frac{\lambda}{2 \beta} (B - 1) \log (1 + \chi) + o(n), \quad (A.15)
\]
where \( \chi = \frac{2R}{\beta}. \)

Now, if we use the Hubbard-Stratonovich transformation (A.2) with a canonical Gaussian variable \( z \) in \( \mathbb{R}^S \), the last term of (A.14) may be written as:

\[
e^{\lambda \beta^2 \frac{B-1}{2} \left( \sum_p p_p \right)^2} = E_z e^{-\beta \sqrt{\lambda(B-1)} z \sum_p p_p}.
\]

(A.16)

For notational convenience, we also let:

\[
V(z, p) = \sqrt{r \lambda (B - 1)} z \cdot p - \lambda \beta \frac{B-1}{2} (R - r) p^2.
\]

(A.17)

Then, in this way, the integral of (A.14) becomes:

\[
\log E_z \int_{\Delta(S)^n} e^{-\beta \sum_{\mu} V(z, p_{\mu})} \prod_{s, \mu} dp_{s \mu}
= \log E_z \exp \left( n \log \int_{\Delta_S} e^{-\beta V(z, p)} dp_1 \cdots dp_S \right)
= n E_z \log \int_{\Delta_S} e^{-\beta V(z, p)} dp + o(n),
\]

(A.18)

with \( dp = \prod_{s=1}^S dp_s \) denoting here Lebesgue measure on \( \Delta(S) \).

From (7.45) and the premises of replica continuity (Conjecture 7.15), what we really need to calculate is \( \Lambda_0 = \lim_{n \to 0} \frac{1}{n} \Lambda \). Hence, by ignoring all terms of (A.14) that are \( o(n) \), we obtain:

\[
\Lambda_0 = 1 + \frac{q}{\chi} + \frac{1}{2B} (B - 1) \log (1 + \chi) - Q
+ \lambda \beta \frac{B-1}{2} (QR - qr) - \frac{1}{B} E_z \left[ \log \int_{\Delta_S} e^{-\beta V(z, p)} dp \right].
\]

(A.19)

where \( Q, q, R, r \) have been chosen so as to satisfy the replica-symmetric saddle-point equations: \( \frac{\partial \Lambda_0}{\partial Q} = 0 \), etc.

The first thing that can be shown is that both \( Q - q \) and \( R - r \) are of order \( O(1/\beta) \), i.e. \( \chi \) must remain finite as \( \beta \to \infty \). So, to obtain a solution in this limiting case, we will again take advantage of the steepest descent method to rid ourselves of the integrals that appear in \( \frac{\partial \Lambda_0}{\partial \chi} = 0 \) and \( \frac{\partial \Lambda_0}{\partial \lambda} = 0 \). In its turn, this leads us to consider the vertex \( p^*(z) \) of \( \Delta(S) \) which minimizes the harmonic function \( V(z, \cdot) \) and, hence, we finally obtain the replica-symmetric solutions:

\[
Q \sim \phi
\]

\[
r = r + \frac{2}{\lambda(B-1)} \chi, \quad \frac{1}{R} = \frac{2}{\lambda(B-1)} \chi + \lambda \beta \frac{B-1}{2} (QR - qr) - \frac{1}{B} E_z \left[ \log \int_{\Delta_S} e^{-\beta V(z, p)} dp \right].
\]

(A.20)

where \( \phi = E_z[p^2(z)] \) and \( \zeta = E_z[p_*(z) \cdot z] \).

Now, if we let \( \beta \to \infty \) and substitute (A.20) in (A.19), we get:

\[
\Lambda_0 = 1 - \phi + \phi \left( 1 + \zeta(S) \sqrt{\phi \lambda (B - 1)} \right)^2,
\]

(A.21)
and, after some elementary geometry, we also obtain $\phi = 1$ and:

$$\zeta = \zeta(S) = E[z_{\min}\{z_1, \ldots, z_S\}]$$

$$= \frac{S}{2^{S-1}} \sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} ze^{-z^2} \text{erfc}\left(\frac{1}{\sqrt{2}}(z)\right) dz. \quad (A.22)$$

Thus, for finite $\chi$ (i.e. for $\lambda \geq \lambda_c = \zeta^2(S)/(B - 1)$), we finally acquire expression (7.51) for the game’s price of anarchy:

$$R(\Theta) \sim \Lambda_0 \sim \Theta(\lambda - \lambda_c) \left(1 - \sqrt{\frac{\lambda_c}{\lambda}}\right)^2. \quad (7.51)$$
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