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@ Hybrid machines with both multi-core CPUs
and GPUs are now commonplace
o Portable performances across architectures is

extremely challenging ~ adaptive task-based
runtime (StarPU,DAGuE, KAAPI, ...)
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Conducting Experiments and Reporting Results

@ Prototype code + fragile machine configuration ~ results are hard to
reproduce

e Parameter/algorithm modification (granularity, scheduling, application
structure, ...) can have a huge impact on performances

@ Making sure new feature work on a wide variety of setups
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Reproducible Research

Magical Org-mode articles
Statistical analysis and beautiful plots with R

— Taking care of metadata+data _
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Git workflow
Laboratory notebook (Labbook.org)
Experiment engines (Expo/XPFlow/Execo)

Reproducible




A Reproducible Article
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